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1. Introduction 

Almost every company has to deal with digitalization to work more efficiently, to 

produce cheaper or to maintain a competitive edge. The business world is changing. 

Cloud computing, blockchain, autonomous driving, and artificial intelligence influ-

ence business processes and create new opportunities. What does this development 

mean for the risk management of companies? What new risks have been created by 

new opportunities? And most importantly, how can the executive directors or risk 

managers protect their company against these threats? Which elements need com-

plete cyber insurance? And which preconditions need to be fulfilled? 

The value of data is steadily increasing and companies are using this information in 

all business processes.1 The flip side of the medal is a growing invisible danger 

whose consciousness needs to be increased. Cyber attacks are the most likely tech-

nological risks in 2019, simultaneously creating the biggest impact.2 On the one 

hand, productivity losses can occur. On the other hand, sensitive information can 

fall into the wrong hands resulting in high financial liabilities and reputation dam-

age.3 Estimating this intangible danger causes great problems for entrepreneurs, 

many of whom underestimate the danger and perceive it as given. Using a struc-

tured approach, the specific risk is to be assessed in order to take appropriate 

measures, since it is not possible to fully circumvent the digital risks. The aim of 

this master's thesis is to highlight the importance of incorporating cyber risks into 

the risk management process and to highlight the possibilities of cyber insurance. 

Cyber Risk Management is a topic that can be analyzed from different perspectives. 

In the further work, the focus is set explicitly on the possibilities of companies to 

deal with the risk in order to counter this growing danger. On the basis of current 

studies, the influence of the General Data Protection Regulation (GDPR4) and the 

connection between the GDPR and cyber attacks are examined. The GDPR has 

brought the increasingly connected entrepreneurial world even closer together 

through legal requirements. This impact on risk management should be explained 

in particular. Afterward, various measures are discussed to reduce the overall risk 

 
1 See Sharma et al. (2014), p. 437. 
2 See World Economic Forum (2019a), p. 5. 
3 See Abawajy (2014), p. 237. 
4 GDPR in the version of 04.05.2016. 
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of cyber threats. At the end of the work, the current market situation is presented 

and strengths and weaknesses are analyzed. Finally, a framework should be created 

to help entrepreneurs to use the right tools in order to reduce the overall cyber risk. 

2. Risk Management and transformation  

2.1 Classic Risk Management 

Since the further work deals with the risk management of cyber attacks, it is im-

portant to begin with the main focus of classic risk management. In the next sub-

chapters, the various risk types of companies will be discussed and the impact of 

the progressive digitization identified. There are many different definitions of risk 

and risk management in the academic literature. For example, the risk is the identi-

fication that there is a likelihood of a hazard in an economic decision.5 Mc Neil et 

al. (2015) defined risk as “any event or action that may adversely affect an organi-

zation’s ability to achieve its objectives and execute its strategies”6. In the globally 

valid standard ISO 31000:2018, published by the International Organization for 

Standardization, there are more general definitions. The scope of the standard is to 

settle rules for handling the risks in companies.7 First of all, the risk is the “effect 

of uncertainty on objectives”8. According to this definition, the result of risky posi-

tions can be either positive or negative and reflect a more complete statement. Sub-

ject to the standard, risk management includes “coordinated activities to direct and 

control an organization with regard to risk”9. A further definition indicates that risk 

management is the process of consciously assessing future risks in order to take 

risks where future events may have adverse effects.10 This more negative perspec-

tive deals with the fact that risk management creates the opportunity to reduce the 

risk by hedging the possible hazard with suitable instruments.11 However, risk de-

partment employees can only hedge the risks they are aware of. Therefore, it is 

essential at the beginning of the risk management process to become aware of what 

can harm the company, how likely these situations are and what the consequences 

 
5 See Gabler Wirtschaftslexikon (2018). 
6 McNeil et al. (2015), p. 1. 
7 See International Organization for Standardization (2018). 
8 International Organization for Standardization (2018) clause 3.1. 
9 International Organization for Standardization (2018) clause 3.1. 
10 See Kloman (1990), p. 201. 
11 See Kaplan and Garrick (1981), p. 12. 
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are.12 The risk has to be identified and potential scenarios estimated to manage fu-

ture uncertainties.13 Awareness is the foundation of risk management, but in the 

second step, explicit options for action must be discussed. In order to adequately 

respond to the specific risk, the probability and consequences of risk factors must 

be assessed.14 Feasible options must be considered and the trade-off weighed in 

terms of benefits, costs and residual risks. Depending on the risk, various actions 

are possible to reduce or eliminate the risk. Strategies in risk management include 

risk transfer, risk-taking, risk elimination, risk reduction or further analysis of indi-

vidual risks.15 In addition, the influence on future options has to be considered in 

order to manage the company in a sustainable way.16 After all, neither the company 

itself nor the environment is static and new types of risk can arise and the probabil-

ities and consequences can change. To constantly recognize this, it is important to 

observe these changes and to change the risk assessment accordingly.17  

Fig. 1: The risk management process18 

 
Therefore, I can define a holitic risk management as a process that requires some 

basic elements as represented in Figure 1: First the risk must be identified, second 

the risk must be assessed, thirdly the risk management actions are discussed and 

implemented, and afterward, the different risk types have to be monitored to react 

to possible changes.19  

Finally, the sub-chapter is completed, with the purpose of risk management. Elim-

inating or reducing risky positions is not the only academic and economic reason to 

manage risks. Beyond that, risk management can increase the value of the company. 

For example, risk management can reduce the volatility of corporate profits. Firstly, 

predictable earnings are a positive signal on the capital markets and secondly, 

 
12 See Kaplan and Garrick (1981), p. 13. 
13 See Hallikas et al. (2004), p. 52. 
14 See Hallikas et al. (2004), p. 53. 
15 See Hallikas et al. (2004), p. 54. 
16 See Haimes (1991), p. 169. 
17 See Hallikas et al. (2004), p. 54. 
18 Source: Own representation based on Hallikas et al. (2004), p. 52. 
19 See Hallikas et al. (2004), p. 52. 
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having a progressive tax rate, it reduces the amount of tax payments. Furthermore, 

lowering future tax payments increases today's firm value.20 

A second opportunity to create value due to risk management is achieved via re-

duced bankruptcy costs. Risk management reduces the probability of default21 or in 

other words, it reduces the probability of incurring bankruptcy costs.22 A firm man-

aging its risk is better prepared for potential changes and problems and can react 

faster or even prevent them. A further possible increase in value can be illustrated 

through the decreasing costs of capital.23 On the one hand, risk management enables 

more debt financing and, on the other hand, it is more attractive to investors. The 

last reason for increased firm value through risk management are the reduced labor 

costs due to low fluctuation. Employees who participate in the company profit pre-

fer a less volatile one and therefore, recruitment costs are reduced due to decreasing 

fluctuation.24 

2.2 Financial Risks 

Financial risks are the core of traditional risk management, as it is associated with 

the uncertainty of the financial outcome.25 This type of risk results in a direct finan-

cial impact.  

Examples of financial risks include market price risks, default risks, liquidity risks, 

and operational risks.26 Firstly, these risks are briefly explained. Market risks are 

the risks of market price movements, which alter the financial portfolio of the com-

pany.27 Examples of factors determining market price risks are interest rates, for-

eign exchange rates, equity prices, and commodity prices.28 The risk of a counter-

party not fully or legally fulfilling its obligations is default risk.29 Depending on the 

company, these risks should be largely limited in risk management in order to not 

endanger operating results. Hence, the treasury department is considered as a cost 

unit in most companies. Financial companies exhibit specific characteristics, as 

 
20 See Christoffersen (2012), p. 4 and Smith and Stulz (1985), p. 392. 
21 See Christoffersen (2012), p. 4. 
22 See Smith and Stulz (1985), p. 392. 
23 See Christoffersen (2012), p. 4. 
24 See Christoffersen (2012), p. 4. 
25 See Bouchaud and Potters (2000), p. 91. 
26 See Albrecht (2003), p. 3. 
27 See Bank for International Settlements (2006), p. 157. 
28 See Christoffersen (2012), p. 6. 
29 See Christoffersen (2012), p. 6. 
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their operating business consists of entering into market risks.30 However, the risk 

is also managed there and the company is hedged in its entirety. Furthermore, they 

have special regulatory conditions, e.g. Basel or Solvency.  

In regard to management ratios or financial instruments, the risk is measured by the 

volatility.31 Usual measures for the financial risks are the distribution of losses and 

the Value-at-Risk. The Value-at-Risk provides the entity with a probability estimate 

of which loss will not be exceeded in the next K trading days at a given level of 

significance.32 Although financial risks affect every company, they and their asso-

ciated risk management methods are not considered in detail, thus the focus is on 

operational risks and in particular cyber risks. In this regard, operational risks are 

also considered and treated as a separate type of risk. 

2.3 Operational Risks 

The Basel Committee on Banking Supervision defines operational risk as the “risk 

of loss resulting from inadequate or failed internal processes, people and systems 

or from external events”33. In the legal sense of Basel II, operational risk "includes 

legal risk, but excludes strategic and reputational risk”34. Basically, operational 

risks are risks that can arise in the course of business, regardless of the core activ-

ity.35 To review the idea that cyber risks can be considered as a subset of operational 

risk according to the definition of operational risks, firstly the definition of cyber 

risks needs to be reviewed. Since the term cyber occurs explicitly or implicitly in 

every definition, this concept is considered first. Cyber is the short form of cyber-

space and includes a virtual existing world, the hardware needed for it, as well as 

the internet itself.36 In this regard, the term "cyber" is characterized in particular by 

the virtual conditions as well as electronic communication technology.37 Cyber 

risks are intentional, targeted and IT-based attacks on data and IT systems.38 This 

 
30 See Christoffersen (2012), p. 6. 
31 See Bouchaud and Potters (2000), pp. 91f. 
32 See Christoffersen (2012), pp. 12f. 
33 Bank for International Settlements (2006), p. 144. 
34 Bank for International Settlements (2006), p. 144. 
35 See Seibold (2006), p. 9. 
36 See Gabler Wirtschaftslexikon (2019). 
37 See Eling and Schnell (2016), p. 476. 
38 See Gabler Wirtschaftslexikon (2019). 
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definition doest not capture the entirety of cyber risks. In the further sense of the 

work, the definition is extended accordingly as can be seen below. 

 

Risk of loss resulting from attacks on the informational technology or operator er-

rors, affecting the IT system, database, manufacturing or services of a company.  

 

Comparing the definition of operational risks with the characteristics of cyber risks, 

there are several overlaps and cyber risk should be consideres as a part of the oper-

ational risk of a company. This partition makes sense due to the impact of cyber 

risks to other operational risks e.g. supplier risk, compliance risk, and reputational 

risks.  

Cyber risks are also considered part of the operational risk in the scientific litera-

ture.39 

Especially, cyber incidents e.g. due to a data breach or system failure lead to high 

financial or reputational losses.40 Even new technologies do not provide a risk-free 

environment but create new risks from solved problems.41 Therefore, a rapidly 

changing digital business environment also requires risk management that adapts to 

the ever-changing input factors. Companies deal with cyber risks since the launch 

of the internet and the connected problems, as well as the point of view, changed 

steadily. Even in 1992, the findings proposed that in a digital landscape the corpo-

rate governance have to deal with security breaches, have to be aware of laws and 

potential fees and manage the digital risk in the overall context of the firm’s risk 

management.42 Cyber risks differ mainly by two characteristics. On the one hand, 

the IT system of a company has to be seen as a unit. The network consists of a large 

number of components that are linked together. Individual weak points weaken the 

network through the interrelation. Furthermore, information technologies are 

needed throughout the entire value chain, so a failure leads immediately to large 

losses.43 

From this chapter results, if the operational risk is mentioned afterward, this in-

cludes, contrary to Basel II definition, strategic and reputational risk. Consequently, 

 
39 See Mukhopadhyay et al. (2013), p. 12. 
40 See Biener et al. (2015b), p. 131. 
41 See Kloman (1990), p. 204. 
42 See Loch et al. (1992), p. 185. 
43 See Böhme and Schwartz (2010), p. 5. 
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cyber risk can be considered as a subset of operational risk. The acceptance of fi-

nancial risks is also an opportunity due to the neutral character risk and can create 

an additional return. In contrast, operational risks should be minimized and elimi-

nated as there is little or no return for companies.44 The only possibility to benefit 

from accepting operational risk is to save the costs that would be needed to mini-

mize or eliminate risk. 

2.4 Taxonomy of Cyber Risks 

In reality, there exist multifaceted forms of cyber attacks. Therefore, it is necessary 

to divide it up into theoretical groups. It is important to be aware of this different 

origin because only then, you can react adequately or act proactively at best.45 Ac-

cording to the academic literature, Jouiani et al.46 split the security threat of cyber 

attacks up, into the source of the attack, the agents enabling the threat, the motiva-

tion behind the attack, the intention of the attacking people and the impact of the 

threat. In this model, the source of a threat can be within the company or extern. 

They distinguish the agents in human-made threats, environmental threats, and 

technological threats. By definition, environmental threats and technological threats 

are non-malicious and accidental, whereas human-made threats can be either mali-

cious or non-malicious and either accidental or intentional. The impact of the threat 

can correspond to every origin of the danger and can be subdivided into seven types: 

Information can be destroyed, infected, stolen, disclosed, encrypted, accessed or 

used illegally. Applied on cyber security, examples for human threats are employ-

ees or hackers, for an environmental threat are natural disasters impairing the infor-

mation systems and technological threats are e.g. the damage of the hard- and/or 

software. Cebula and Young (2010) define the cyber risk as operational risks to 

information and technology assets that hinder or inhibits the availability of infor-

mation or information systems. 47 Moreover, the confidentiality or integrity of the 

stored information is endangered due to an incident.48 As mentioned before, classi-

fication is important, to individually manage this multitude of possible risks. Since 

Cebula and Young (2010) explicitly classify individual points of interest in a 

 
44 See Christoffersen (2012), p. 7. 
45 See Jouiani et al. (2014), p. 491. 
46 See Jouiani et al. (2014), p. 492. 
47 See Cebula and Young (2010), p. 1. 
48 See Cebula and Young (2010), p. 1. 
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different way, which will be considered in more detail in the further work, this clas-

sification will be briefly explained. The complete classification is illustrated in Ap-

pendix 1.49 The identified groups are: actions of people, systems and technology 

failures, failed internal processes, and external events. Each group has subordinated 

categories which are declared by explicit cases of damage. In the group action of 

people, they distinguish between an unintended action without malicious intent, an 

intended action with malicious intent and a lack of action where people fail to act 

when they should. In category two, there are systems and technology failures. There 

are associated failures in physical equipment, software assets and integrated sys-

tems. Thirdly, failed internal processes can lead to cyber risks e.g. failure of pro-

cesses, inadequate controls on the operation of the processes and failure of organi-

zational supporting processes, which deliver the appropriate resources. In the last 

category, external events are summarized: Natural disasters, legal issues, business 

issues and the dependence on external parties can be the reasons for cyber threats. 

In the later work, this classification will be reassessed and compared with current 

dangers. 

2.5 Quantifying Cyber Risks 

2.5.1 Probability and impact in comparison to other risks 

As mentioned in the introduction, the resulting threat from technologies and the 

networked world continues to evolve. Cyber risks are therefore no longer seen as a 

marginal problem but as a serious risk with profound impacts. This is confirmed by 

the study of the World Economic Forum. The Global Risks Report 2019 summa-

rizes annually the current global risks and represents the results in a diagram, which 

shows the relative relationship between risks in regard to impact and probability. 

This diagram is illustrated in Figure 2. The positioning of the risks based on the 

assessment of approximately 1,000 experts and reflects specialization.50 The allo-

cated color represents the grouped category. Thus, the blue quadrangle illustates an 

economic risk, the green quadrangle illustates an environmental risk, the yellow 

quadrangle illustrates a geopolitical risk, the red quadrangle illustrates a societal 

risk and purple quadrangle represents a technological risk.  

 
49 See Appendix 1: Taxonomy of Cyber Risks. 
50 See World Economic Forum (2019b). 
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Fig. 2: Risk Map 2019 in regard to probability and impact51 

 

The diagram is an extract of the complete scale, where 0 is the smallest size and 5 

is the maximum. The likelihood of an occurrence is plotted on the X-axis and the 

impact of an occurrence is plotted on the Y-axis. The crucial finding of the study is 

that cyber attacks are estimated to be the most likely technological risk and, at the 

same time, the risk with the highest impact. Proceeding findings include that the 

impact of data fraud or theft is identified as relevant in the context of probability. 

The relationship between cyber attacks and customer data will be discussed in a 

later chapter. Concluding this overview, the impact of cyber attacks on the global 

economy is compared to some other risks to illustrate the extent. The impact of 

cyber attacks is larger than consequences from food crisis, fiscal crisis, and inter-

state conflicts. 

 
51 Source: World Economic Forum (2019a), p. 5. 
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Up to this point, cyber risk can be characterized as a complex risk with multiple 

causes, high probability, and high impact. To understand the risk more deeply, some 

developments and characteristics are considered in more detail. In particular, cyber 

risks differ from traditional business risks through the fact that attackers are not 

regionally settled and can interact from everywhere, the extent of an attack is not 

bounded to the attacked device but can affect the entire company, and the attack 

occurs undetected in the first instance.52 Another major difference is the mutation 

of cyber risk over time. Both the cause of a cyber attack and the associated damage 

probability and scope of damage change over time. For example, autonomous driv-

ing is a new target of a cyber attack. For this reason, automobile insurance some-

times already contains an insuring clause that safeguards damage through interven-

tion or manipulation of the vehicle software by an unauthorized third party.53 This 

exemplary development will be repeated and developed over the next few years 

with continous new technologies e.g. artifactual intelligence.  

2.5.2 Academic Models and practical implementation 

After classifying cyber risks into operational risk, discussing the sub-types of pos-

sible types of cyber incidents, and record the importance of cyber risks, this section 

presents the practical and scientific methods for quantifying cyber risks. In the first 

step, the Basel Committee suggeste a simple benchmark to determine a required 

capital buffer in order to meet the regulatory requirements against operational 

risks.54 This benchmark determines the amount of required regulatory capital in re-

lation to the size of the institution. The size can be measured at economically man-

agement ratios e.g. the gross revenue or the total assets.55 The relative capital charge 

is determined by a fixed percentage set by the Basel Committee.56 The described 

Basic Indicator approach follows the assumption that operational risk increases rel-

ative to the size of the institution but does not distinguish between the various types 

of operational risk. Two other approaches, proposed by the Basel Committee on 

Banking Supervision, are the Standardized Approach and the Advanced Measure-

ment Approach. The Standardized Approach divides the institution partition into 

 
52 See Gordon et al. (2003), p. 82. 
53 See for example Allianz (2018) p. 8, Clause 1.3 (4). 
54 See Basel Committee on Banking Supervision (1999), p. 50. 
55 See Basel Committee on Banking Supervision (1999), p. 50. 
56 See Bank for International Settlements (2001), p. 8. 
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eight lines of business and for every single line of business, the representative fi-

nancial ratio is multiplied with a specific coefficient.57 The advantage compared to 

the Basic Indicator Approach is that different ratios, as well as different coefficients, 

can be used, depending on the business line. The third suggested approach is the 

Advanced Measurement Approach. Applying this approach, an institution needs an 

internal risk measurement system, which includes qualitative and quantitative 

standards. The required capital is estimated with the internal risk and the Standard-

ized Approach is used as a comparative value.58 The Advanced Measurement Ap-

proach is based on the assumption that the internal risk systems can best assess 

individual risk. 

In addition, scientific publications have produced two approaches that model oper-

ational risk. On the one hand, "Top Down" models estimate the operational risk as 

a whole. On the other hand, in "Bottom-Up" models the operational risk for indi-

vidual business units or individual processes is determined.59 Looking at cyber risks 

in this regard, bottom-up models can better quantify corporate risk, since the indi-

vidual processes are individually examined and then aggregated. Although these 

models are more elaborate and expensive, the advantage is that Bottom-up methods 

reveal the main points of attack of every business process, thus enabling better cor-

porate management and planning.60 In scientific literature, statistical methods are 

used to estimate the loss distribution. Statistical models estimate the probability 

distribution of losses, through analyzing available and relevant data. The difference 

consists of the possible input factors. Whereas Actuarial Models are based on a 

quantitative approach, Causal Models are based on causal relationships between 

input factors and losses and Bayesian Models combine qualitative and quantitative 

data.61 The three identified model variants are summarized in Table 1. 

 

 

 

 
57 See Bank for International Settlements (2001), p. 6. 
58 See Bank for International Settlements (2001), p. 5. 
59 See Smithson and Song (2000), p. 58. 
60 See Cornalba and Giudici (2004), p. 167. 
61 See Cornalba and Giudici (2004), p. 169. 
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Table 1: Bottom-Up approaches to quantify operational risks62 

Process approach Factor approach Actuarial Approach 

 Causal networks 

 Fuzzy logic 

 Bayesian belief 

networks 

 Statistical quality 

control and relia-

bility 

 Connectivity 

 System dynamics 

 

 Predictive Mod-

els 

 Empirical Loss 

distributions 

 Explicit distribu-

tions parameter-

ized using histor-

ical data 

 Extreme value 

theory 

 

As previously justified, Table 1 only includes Bottom-Up Models to quantify oper-

ational risk because this approach is more appropriate to deal with cyber risks of 

companies. 

 

2.5.3 Allocation of Costs 

As cyber attacks illustrate a complex occurrence with several consequences, the 

associated losses will also be split up. To understand the various types of losses due 

to a cyber attack, the different origins have to be distinguished. Therefore, Bandy-

opadhyay et al. (2009) differentiate between a symptomatic and systemic breach of 

security. If attackers utilize weaknesses of a specific company, the attack is a symp-

tomatic breach. If the attack could not have been prevented, then it is a systematic 

breach instead.63 Another important differentiator is the publicity of an incident. An 

attack whose effects are visible to the public or made visibly must be differentiated 

from a private attack.64  

 

 
62 See Smithson and Song (2000), p. 58. 
63 See Bandyopadhya et al. (2009), p. 69. 
64 See Bandyopadhya et al. (2009), p. 70. 
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In this regard, there are two types of possible costs. First of all, the intangible nature 

of cyber losses cause problems in assessing the losses.65 Primary losses are tracea-

ble costs resulting from a cyber attack. Therefore, primary losses always arise in a 

successful attack, regardeless of the previously written properties.66 

Furthermore, possible additional losses can result from a security breach. The 

breach initiates secondary losses that develop in succession and are not directly 

measurable.67  

Romanosky (2016) developed subsequent model estimating the statistical relevant 

factors, which determine the costs of a cyber incident. 

 

Equation 1: Model estimating the relevant cost factors68 

log(𝑐𝑜𝑠𝑡௜௧) = 𝛽଴ + 𝛽ଵ ∗ log(𝑟𝑒𝑣𝑒𝑛𝑢𝑒௜௧) + 𝛽ଶ ∗ log(𝑟𝑒𝑐𝑜𝑟𝑑𝑠௜௧) + 𝛽ଷ ∗ 𝑟𝑒𝑝𝑒𝑎𝑡௜௧

+ 𝛽ସ ∗ malicious௜௧ + 𝛽ହ ∗ 𝑙𝑎𝑤𝑠𝑢𝑖𝑡௜௧+∝∗ 𝐹𝑖𝑟𝑚𝑇𝑦𝑝𝑒௜௧ + 𝜆௧ + 𝜌௜௡ௗ + ε௜௧ 

 

In this model, costit is the total cost of a cyber incident of firm i in the year t, reve-

nueit is the revenue of the firm, recordsit, is the affected data of the firm, repeatit is 

a binary variable which is 1 if the firm was affected by more than one incident and 

0 otherwise, maliciousit is a binary variable which is 1 if the attack had a malicious 

intent and 0 otherwise, lawsuitit is a binary variable which is 1 if the attack initiated 

a lawsuit and 0 otherwise, FirmTypeit is a vector of binary variables which defines 

the type of the company and distinguish between a government agency, nonprofit, 

privately held company, or publicly traded company. Finally, the model is com-

pleted with two more factor variables which define the year and the industry, and 

an error term ε.  

Table 2 summarizes the regression results. Doing this, only the statistically signifi-

cant and economic reasonable results are listed. 

 

 

 
65 See Eling and Schnell (2016), p. 476. 
66 See Bandyopadhya et al. (2009), p. 70. 
67 See Bandyopadhya et al. (2009), p. 70. 
68 See Romanosky (2016), p. 130. 
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Table 2: Selected regression results for Equation 169 

Log(costs)  

Log(revenues) 0.133** 

Log(records) 0.294*** 

Observations 265 

R² 0.466 

*** p < 0,01, ** p < 0,05, * p < 0,1. 

 

Before presenting the key findings, some crucial information for interpreting the 

results need to be provided. Firstly, the dataset used does not include cost infor-

mation on lost revenue, decreased market valuations, lost time, or reputation dam-

age.70 However, as these costs are central to the aggregate assessment of the cost of 

cyber attacks, it is more appropriate to identify the drivers of primary costs in this 

model. This kind of primary costs should be seen as a more general synonym for 

the previously defined primary losses. The regression results exhibit that there is a 

statistically significant relationship between the primary costs of a cyber incident 

and firm revenues. The relationship is significant on the 5 % level and the parameter 

value reveals that a 10 % increase of firm revenues leads to increasing primary costs 

of 1.33 %. Furthermore, the affected data influences the primary costs. The rela-

tionship is significant on the 1 % level and the parameter value is even larger, show-

ing that a 10 % increase of firm revenues leads to increasing primary costs of 2.94 

%. The determination coefficient R² shows that the model explains 46.6 % of the 

variance. In this regard, the model serves as a rule and sets the firm size and the 

affected company data as representative for the primary costs of a cyber attack. At 

this point it is important to highlight the difference, this model identifies the factors 

relevant to the level of costs, and does not provide a causal link for the cause.71 

Hence, it is not possible to reason that a larger firm is more likely affected by a 

cyber incident.  

 

 
69 Source: Own representation based on Romanosky (2016), p. 130. 
70 See Romanosky (2016), p. 129. 
71 See Romanosky (2016), p. 130. 
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The corresponding actuarial classifications are first-party losses and third-party 

losses.72 This distribution of costs does not equate to the division of the primary and 

secondary costs, because the affected party is more relevant than the time. First-

party losses are arisen costs, which affects the aggrieved company e.g. business 

interruption, forensic investigation costs, legal notification costs, marketing costs, 

and public relations costs.73 The other type of losses arise in particular through pri-

vate litigation or legal fines and replace the damage of another party.74 Table 3 

summarizes concrete costs that can arise from cyber risks. 

Table 3: Possible costs due to cyber attacks75 

First-party losses (property) Third-party losses (liability) 

 Costs due to business failure 

 Costs of IT-forensic 

 Costs of IT recovery 

 Cost of data recovery 

 Costs of crisis management 

 Reputational damage 

 Notifications cost 

 Monetary fine and contract 

penalty 

 Blackmail and manumission 

payment 

 Claims arising from violations 

of privacy policy 

 Network security liability 

 Costs of IT recovery 

 Reputational damage 

 Notifications cost 

 Monetary fine and contract 

penalty 

 Blackmail and manumission 

payment 

 

 

As already mentioned, most of the primary losses are directly measurable but rep-

utational damage exhibits special characteristica. For example, an IT company can 

easily estimate the damage of a cyber attack, the notification costs arise after a cer-

tain process and the optional blackmail payments are determined by the black-

mailer. Reputational damage, however, is more difficult to determine and to quan-

tify. Basically, three factors determine the reputation risk. When a company is better 

perceived than it actually is, the reputational risk is larger. Secondly, if stakeholder 

greatly changes the expectations of the company the reputational risk increases and 

 
72 See Romanosky (2016), p. 129. 
73 See Romanosky (2016), p. 129. 
74 See Romanosky (2016), p. 129. 
75 Source: Own representation based on Biener et al. (2015a), p. 10 and Hiscox (2019b), pp. 4-10. 
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finally, the quality of internal coordination is decisive.76 Therefore, reputational risk 

can be reduced, if a company reduces the resulting expectations or improves the 

ability to meet expectations.77 To properly manage reputational risk, you need to be 

able to accurately assess the company's reputation, evaluate the true nature of the 

business, minimize the perceived difference in perceived and factual reputations, 

constantly monitor changing expectations, and hold a senior executive accounta-

ble.78  

Reputational damage can lead to significant losses for the company. Examples in-

clude loss of current or prospective customers, loss of current or future business 

partners, loss of staff and associated personnel recruitment costs, increased financ-

ing costs and increased costs due to penalties and other legal regulations.79  

As reputational losses reduce future cash flow or increase the required market re-

turn, one approach to evaluate the impact of reputational damage is to compare the 

share value of the company before and after a reputation diminished incident. Palm-

rose et al. (2004) found a statistically significant negative impact on the announce-

ment.80 In a two-day period, the cumulative abnormal mean return reduces by 9.2 

%.81 Even more important in the context of cyber risks is the impact of fraud dis-

closures in the company. Separating these incidents, the cumulative abnormal re-

turn has decreased by 20 %.82 Therefore, when companies negligently deal with 

customer data and do not arrange sufficient security measures, the reputational 

damage caused by a cyber attack can be very large because stakeholder can question 

management integrity. 

 

 

 

 

 

 

 
76 See Eccles et al. (2007), pp. 2f. 
77 See Eccles et al. (2007), p. 4. 
78 See Eccles et al. (2007), p. 6. 
79 See Perry and de Fontnouvelle (2005), p. 5. 
80 See Palmrose et al. (2004), p. 60. 
81 See Palmrose et al. (2004), p. 69. 
82 See Palmrose et al. (2004), p. 71. 
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3. Different types of cyber attacks 

3.1 Definition and description 

Even from the previous categorization of cyber risks, it becomes clear that cyber 

risks can occur in different forms and happen for different reasons. Looking first at 

cyber attacks, it is a deliberate action, so a person wants to harm a company. So far, 

although the effects of cyber attacks have been presented, they have not been cate-

gorized correctly. According to German legislation, security in information tech-

nology means adhering to certain security standards relating to the availability, in-

tegrity or confidentiality of information.83 Bedner and Ackermann (2010) expand 

the protection goals of IT security.84 By definition, a cyber attack occurs when the 

information security protection goals are violated. Therefore, availability, integrity 

and/or confidentiality must be threatened or violated. There are several opportuni-

ties how a cyber attack can violate IT security. The most common variants are 

shown on the basis of a study by the Federal Office for Information Security. 

Due to the ever-increasing danger, the Alliance for cyber security was founded by 

the Federal Office for Information Security in 2012. Up-to-date information, the 

exchange of knowledge and experience as well as the constant development of se-

curity competencies are intended to strengthen Germany's resilience to cyber at-

tacks.85 Since 2014, the Federal Office has been investigating in a Cyber Security 

Survey the risk assessment and actual attacks of German institutions through cyber 

attacks every year, as well as the status of implementation of corresponding protec-

tive measures.86 Among other results, which will be discussed later, the results in-

clude the type of reported attacks in 2018.87 

 

In 2018, 53% of reported cyber attacks were malware infections infiltrating corpo-

rate IT systems, 18% were DDoS attacks and only 12% were targeted hacking.88 In 

order to better understand and deal with the main types, these forms are first defined 

and explained. 

 
83 See § 2 (2) BSIG. 
84 See Bedner and Ackermann (2010). 
85 See Federal Office for Information Security (2019a). 
86 See Federal Office for Information Security (2019b). 
87 See Federal Office for Information Security (2019b). 
88 See Federal Office for Information Security (2019b), p. 12. 
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 Malware: The generic term “malware” includes malicious software that gets 

into the IT system of the company. These classic forms of cyber attacks are 

all well-known, as they include, for example, viruses, worms, or Trojan 

horses.89 Since the necessary knowledge is needed only in the creation and 

less in the use, malicious software is also resold, e.g. in the darknet.90 De-

pending on the form, access to computer systems and network resources is 

possible after the infection has taken place. From this, the computer opera-

tion can be disturbed and personal information can be accessed and col-

lected.91 In particular, companies can protect themselves by using virus 

scanners. However, they only recognize known descriptions or signatures 

from a database. Therefore, a constant update is essential as new forms are 

created every day.92 The ways vary how a company gets infected with the 

malware. Mainly, there are e-mail attachments that are opened. Of the afore-

mentioned 53% malware incidents, 90% entered the company in this man-

ner.93 

 

 DDoS: Due to a Distributed Denial of Service (DDoS) attack, a requested 

service is no longer or only very limited available. The trigger is in most 

cases an overload of the IT infrastructure.94 Therefore, a stream of packets 

is transmitted from different sources, which overcharge the processing ca-

pacity. A technological mechanism to protect against DDoS attacks are 

globally coordinated filters, which restrict access by router settings. How-

ever, the same problem exists with virus scanners, because preventive set-

tings use signatures of known attacks. So, new attacks with new signatures 

cannot be prevented and preventive setting can never completely eliminate 

the threat.95 

 

 
89 See Bayer et al. (2006), p. 67. 
90 See Bayer et al. (2006), p. 67. 
91 See Gandotra et al. (2014), p. 56. 
92 See Bayer et al. (2006), p. 67 and Gandotra et al. (2014), p. 62. 
93 See Federal Office for Information Security (2019b), p. 12. 
94 See Douligeris and Mitrokotsa (2004), p. 643. 
95 See Douligeris and Mitrokotsa (2004), p. 655. 
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 Hacking: Hacking is the concept of unauthorized access to the IT system.96 

Therefore, targeted hacking is the intentional access to an IT system of a 

company by overpowering the IT security. 

 

 Fraud: Examples for other cyber attack are Fake President cases. The ap-

proach of the attackers is based on an alleged instruction from the manage-

ment to the employees. Employees receive an e-mail from the manager's 

address (possibly slightly modified) with the instruction of a bank transac-

tion.97 

  

Consequently, the type of an attack is irrelevant in terms of the data. Trough both, 

malicious software and taditional hacking, an attacker can access the company da-

tabase. This unrestricted access enables to act with this information. It is then in the 

scope of action of the attacker what he does with the data e.g. delete, infect, steal, 

disclose, encrypt, or use illegally. Even DDoS Attacks are related to data because 

they can prevent data from being used. This shows impressively the interconnection 

between data fraud or theft and cyber attacks. Hence, the two most likely technical 

dangers, as identified in chapter 2.5.1, have to be considered simultaneously.  

3.2 Examples of damage from practice 

This chapter will briefly explain the introduced methods of attack based on a prac-

tical example. This should allow a better understanding and emphasize the rele-

vance that even very powerful companies can be affected.  

In 2010, the group of hackers “Anonymous” attacked big companies like Master-

Card, Visa, and PayPal with a DDoS attack. As a result, their websites were down 

for days and the transaction network was significantly disturbed.98 Classifying this 

incident and using the introduced criteria in chapter 2.4, it was an action by people 

with intended action and with a malicious purpose. Looking at the impact on the 

company data, it affected in particular the customers, who could no longer access 

the website. 

 
96 See Furnell and Warren (1999), p. 29. 
97 See KPMG (2017), p. 27. 
98 See KPMG (2017), p. 26. 
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Also in 2010, Google’s internal system was infiltrated with Trojan malware. The 

attack was made possible by an employee who clicked on a link in an e-mail. Af-

terward, attackers infiltrated this computer and the whole Google system. 99 This 

incident shows that sometimes a malicious attack consists of a combination of in-

tentional action and the wrong decision of an employee. 

In 2014, malicious programs were used to steal 145 million eBay customer records, 

including e.g. names, encrypted passwords, e-mail addresses, birthdays, addresses, 

phone numbers.100 Assigning the attack to the classes of cyber attacks, it was again 

a malicious intended action of people and private customer data was stolen. 

In 2015, even the US Federal Department of Human Resources was affected by a 

malware attack, which obtained personal data from 21.5 million government em-

ployees and applicants.101 

In 2016, the German automotive supplier Leoni AG was affected by a Fake Presi-

dent incident. Employees did not realize that the transfer order was not instructed 

by the management. Furthermore, employees did not act according to the internal 

work instructions which cost the company 40 million.102 Consequently, the direct 

damage was further extended by consequential losses, for example, the share price 

fell as a reaction by more than 10%. 

In 2017, the malicious software WannaCry has identified hundreds of thousands of 

computers, encrypted data and thus extorted cash payments. Other examples of this 

kind of ramsomware are Locky, NotPetya or Emotet.103 In the logic of classifica-

tion, it was a malicious intended action of people and private customer data was 

encrypted. 

Although intentional actions by humans have preceded all of the examples, even 

unintentional actions by humans may have contributed, for example, by opening an 

attachment or carrying out the demands. 

The above examples are only to summarize that the types of attacks can take differ-

ent forms and companies of all kinds can be affected. 

 

 

 
99 See The Register (2010). 
100 See KPMG (2017), p. 26. 
101 See KPMG (2017), p. 26. 
102 See DerTreasurer (2017), p. 10. 
103 See KPMG (2019), p. 8, 61. 
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4. Data processing and General Data Protection Regulation 

4.1 Value of the Data 

The impact of data and the value of given data is crucial for companies in their daily 

business and to operate successfully. There are several academic models that show 

how data becomes knowledge. The main aspect is to reduce the variety of available 

data to a representative data set. Detecting existing patterns out of the reduced data 

creates a better understanding of the subgroup.104 The various steps to convert data 

into knowledge, changed through the development of big data from the traditional 

information value chain to a more complex process.105 Accordingly, information is 

first extracted from data to generate knowledge. With this understanding, the qual-

ity of decisions can be enhanced, ultimately increasing the likelihood of the right 

action.106 If a company makes high-quality decisions in the longer term, this will 

increase the value of the company.107 

Big Data is characterized by the increasing data volume, faster data creation and a 

variety of types.108 Therefore, the available data is increasing every day, from 

around 33 zettabytes in 2018 to an estimated size of around 175 zettabytes in 

2025.109 That corresponds to an annual growth rate of all data of 30 percent between 

2018 and 2025. According to a further study of the IT market research company 

International Data Corporation, will already be created 79.4 zettabytes of data by 

the connected Internet of Things devices in 2025.110 Other findings of the study are 

that the biggest growth is occurring in the industry and automotive sector. Over the 

forecasting period, it estimates a compound annual growth rate of 60 % due to new 

intelligent devices and sensors that capture and store more and more extensive 

data.111 

This means that the opportunities and knowledge a company can achieve is increas-

ing enormously. The increasing data volume is equivalent to a required IT capabil-

ity to process data. Furthermore, 30 % of the data will be generated by real-time 

 
104 See Fayyad et al. (1996), p. 29. 
105 See Abbasi et al. (2016), p. 5. 
106 See Abbasi et al. (2016), p. 6 and Sharma et al. (2014), p. 437. 
107 See Sharma et al. (2014), p. 437. 
108 See McAfee and Brynjolfsson (2012), p. 63. 
109 See International Data Corporation (2018), p. 6.  
110 See International Data Corporation (2019), p. 1. 
111 See International Data Corporation (2019), p. 3. 
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data in 2025.112 More and more digital processes and systems are being used to help 

companies generate value from their data, by responding immediately to changes 

in the values recorded. Choi et al. (2017) support the hypothesis via regression re-

sults that increasing IT capability leads to rising profitability through increased 

competitive actions.113  

4.2 Principles and introduction of the GDPR 

In order to discuss the GDPR, the legal system of the European Union must first be 

explained. Legislative changes at European level are implemented in accordance 

with the Treaty on the Functioning of the European Union (TFEU114). According 

to Article 288 TFEU, the legislature has different forms of action. Relevant to the 

case under investigation is the distinction between regulations and directives. Reg-

ulations have a general effect and are direct, complete and legally binding for each 

member state. Directives are different in national implementation. There is a spe-

cific objective which has to be achieved. According to the Treaty on the Function-

ing of the European Union, the objective is binding but the specific choice of form 

and means may vary in every member state.115 Directives define a goal and a 

timeframe in which the content must be transposed into national law. Therefore, the 

member states are obliged to take suitable and effective measures in the implemen-

tation.116 This difference becomes more important if you make yourself aware of 

the fact that the predecessor of the GDPR was the European Data Protection Di-

rective. So far, the directive has been implemented in all 28 countries by different 

legal cultures. In a European business world where borders are increasingly being 

abolished, uniformed data regulation is a necessary step to eliminate bureaucracy 

and legal uncertainty.117 In April 2016, the GDPR was introduced as regulation and 

the legislation pursued the goal of uniformly regulating the data protection in Eu-

rope. A modified legal framework was established, resulting in a level playing field 

for the European market.118 The implementation of the legal framework occurred 

on the 25th of March 2018. From this point, the regulation sets guidelines for the 

 
112 See International Data Corporation (2018), p. 13. 
113 See Choi et al. (2017), p. 8. 
114 TFEU in the version of 26.10.2012. 
115 See Article 288 TFEU. 
116 See Article 4 (3) TEU. TEU in the version of 26.10.2012. 
117 See Albrecht (2016), p. 288. 
118 See Albrecht (2016), p. 288. 



Data processing and General Data Protection 
Regulation 

23 

 

 

collection and processing of personal data of individuals within the European Un-

ion. In principle, the processing of personal data is only lawful, if the data subject 

has given his consent, if processing is necessary under a contract with the person, 

if it is legally necessary, if vital interests are involved, if it is in the public interest 

or if it is required in the legitimate interest of a third party.119 Other changes are for 

example the designation of a data protection officer. Conditional some circum-

stances, the designation of a data protection officer is necessary, who among other 

things, monitors compliance with the regulation.120 This is necessary if the core 

activities of the controller or the processor consist of processing personal data re-

ferred to Articles 9 and 10 GDPR, the processing requires regular and systematic 

monitoring of the data or the processing is carried out by a public authority.121 Since 

regulation can always be tightened by domestic regulations, the German Federal 

Republic has regulated in § 38 of the Federal Data Protection Act (BDSG122) the 

designation of a data protection officer for a non-public entity. The obligation also 

applies to small businesses, as far as they usually employ at least ten persons with 

the automated processing of personal data. If a company processes customer-based 

data with new technologies, and this may lead to a high risk of rights and freedoms, 

a data protection impact assessment according to Art. 35 GDPR is necessary. If this 

is the case, a German company has to provide a data protection officer, regardless 

of the number of employees.123 

 

Pursuant to Article 33 (1) of the GDPR, in the case of a breach of personal data 

protection, the competent supervisory authority must be informed at the latest 

within 72 hours. This notification must include a description of the nature of the 

breach of protection, which also includes the category and number of persons, the 

privacy officer, the probable consequences and the actions taken.124 If the injury 

causes a high risk for the personal rights and freedoms of natural persons, every 

single person concerned must be informed immediately. If this is too costly, this 

 
119 See Article 6 (1) GDPR. 
120 See Article 39 GDPR. 
121 See Article 37 GDPR. 
122 BDSG in the version of 30.06.2017. 
123 See § 38 (1) BDSG. 
124 See Article 33 (3) GDPR. 
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can be replaced by an adequate public announcement.125 The GDPR has not only 

increased transparency but has also introduced stringent sanctions. Article 83 (1) 

GDPR calls for violations of this regulation to be "effective, proportionate and dis-

suasive"126. Fines will vary depending on the circumstances of the case.127 For ex-

ample, if the responsible legal person breaches the GDPR provisions of the rights 

of the data subject in accordance with Articles 8 – 22, the fine can amount up to € 

20 million or, in the case of a business, up to 4 % of its total worldwide annual 

turnover for the previous financial year. The higher amount will be applied.128  

4.3 Impact on Risk Management  

As mentioned in chapter 4.1 the data created every day is steadily increasing. At 

the same time, this increases the threat of a cyber attack. The GDPR brings cyber 

security and compliance close together because every cyber attack is a potential 

attack on the data of the company. Traditionally both organizational units have been 

managed by various staff because the context was not seen together.129 In fact, how-

ever, internal information and customer data are affected in most cyber attacks. 

Nevertheless, the implementation and compliance with the regulation are associated 

with some effort. Furthermore, it is part of risk management that laws and regula-

tions are adhered to, and there are some effects on risk management after imple-

mentation.  

For example, even small businesses have to deal with the designation of a data pro-

tection officer. Due to changes in liability for data breaches, caution must also be 

exercised when outsourcing business units. 

Art. 32 (1) GDPR requires that the data processing ensures the confidentiality, in-

tegrity, availability, and resilience of the systems and the company needs the ability 

to quickly restore the availability to personal data in case of a physical or technical 

incident. An aspect in which data storage has to meet the legal requirements both 

from the legal and from the compliance point of view. 

These regulatory conditions and the digital development leads to the trend that 

many companies outsource data storage to meet the high regulatory demands. 

 
125 See Article 34 (1), (3) GDPR. 
126 Article 83 (1) GDPR. 
127 See Article 82 (2) GDPR. 
128 See Article 83 (5) GDPR. 
129 See Zerlang (2017), p. 8. 
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Currently, 31 % of German companies use public cloud computing and the trend is 

rising.130 However, privacy cannot be completely outsourced. If, for example, an 

external cloud provider or subcontractor is involved, data processors must ensure 

that processors have appropriate technical and organizational measures to ensure 

that the processing complies with the requirements of this Regulation and the pro-

tection of the rights of the data subject.131 The basic prerequisite for this is a contract 

processing contract that has the minimum contents specified in Art. 28 (3) GDPR. 

Without these minimum details, the entire order processing is ineffective due to a 

lack of legal basis. According to Art. 82 GDPR, controller, and processors are 

jointly and severally liable for breach of the obligations listed in the GDPR for the 

non-material and material damages suffered by the person concerned. Joint and sev-

eral liability mean that the injured party can claim the damage at his option either 

to the responsible person or to the processor, regardless of the liability for the dam-

age. Exclusion of liability is only possible if involved contracting party can prove 

that they are not in any way responsible for the infringement of regulation.132 All 

these changes, such as the provision of a data protection officer, timely notifications 

and joint liability for subcontractors mean that a clear response plan needs to be 

defined in the company, which clarifies responsibilities.  

The General Data Protection Regulation cannot be considered separately from 

cyber attacks. The reasons for this are the goals and effects of cyber attacks. As the 

current examples in Chapter 3.2 show, customer data has been stolen, encrypted 

and/or published. Due to this overlap, companies must always comply with the 

GDPR in the context of cyber risks in order to meet the regulatory requirements. 

After all, not only does the volume of data volumes change, but so does the legal 

basis and how data is stored and processed. The support of digital processes and 

devices leads to a great opportunity to generate even more value from the given 

data but also increases the associated risks, which must be considered accordingly 

in a holistic approach to risk management. In particular, growing technologies, such 

as the Internet of Things, will store more and more valuable data and consequen-

tially, new risks will emerge. 

 

 
130 See Bitkom (2018a). 
131 See Article 28 GDPR. 
132 See Article 82 (3) GDPR. 
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5. Precautionary measures and status quo 

5.1 Technological precautions 

5.1.1 Technical consideration 

In the previous part of the work, the focus was on the risks, costs and legal regula-

tions of cyber risks. The aim of this chapter is to weigh the technical safety level 

required to counteract the danger. Basic technical security is essential for successful 

cyber-protection since without these precautions an insurer would not even take the 

risk.133  

First of all, it has to be explained from which components complete cyber security 

actually exists. A detailed list of security components uses the International Tele-

communication Union (IDC) to define cyber security.  

 

“Cybersecurity is the collection of tools, policies, security concepts, security 
safeguards, guidelines, risk management approaches, actions, training, best prac-
tices, assurance and technologies that can be used to protect the cyber environment 
and organization and user’s assets.”134 
 

This detailed description best reflects the complexity that exists in reality. There-

fore, it is adopted as the definition of cyber security. It becomes clear that various 

measures are necessary to address the various components that are described as 

assets. As a result, a company's assets may include the entire IT system including 

the telecommunications system, as well as personnel, infrastructure, applications, 

services, and the totality of processed information in the cyber environment.135 The 

main objective is to ensure continuous accessibility and maintenance, with three 

sub-goals to be achieved: availability, integrity, and confidentiality.136 It must be 

noted, that individual weak points weaken the entire network through the interrela-

tion and therefore endanger the cyber security. 

In Germany, there are legal regulations concerning IT security (BSIG137). Accord-

ingly, security in information technology means adhering to certain security 

 
133 See for example Chapter 7.3. 
134 International Telecommunication Union (2008), p. 2. 
135 See International Telecommunication Union (2008), p. 2. 
136 See International Telecommunication Union (2008), pp. 2f. 
137 BSIG in the version of 14.08.2009. 
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standards relating to the availability, integrity or confidentiality of information, 

through security measures in information technology systems, components or pro-

cesses, or when using information technology systems, components or processes.138 

 

During the first development of the digital environment, it was possible to secure 

information security through physical and technical arrangements. Since then, new 

technologies and more interconnected concepts have changed the digital landscape, 

resulting in safety precautions beyond technical.139  

Nevertheless, technological protection is the first step in every cyber security pro-

cess. The first component of cyber security starts with physical control. This implies 

that the IT system is secured against environmental threats, e.g. that the server room 

is secured accordingly.140 The next step is adequate hardware, which has to be up-

graded with appropriated software. The safeguarding is based on basic security 

tools e.g. firewalls, network intrusion detection systems or anti-virus software.141 

The ways of working clarify the problem since mainly known attack signatures are 

identified and thus cyber attacks are prevented. This means that listed technologies 

only react to already known attacks.142 The problem has already been briefly ad-

dressed when the possible types of cyber risks were introduced. 

Therefore, system maintenance, regular updates, and administration is the main 

constituent of every security system. For example, the operating system should be 

updated, unneeded software should be removed, and the system should be con-

trolled by an administrator.143 A final component of technological assurance is reg-

ular data storage. Back-ups significantly prevent loss in the event of damage and 

ensure a quick resumption of business activity.144 

Insurance companies presume this methodology and require antivirus software with 

a current database, every web-enabled hardware needs a firewall and a regular data 

storage, i.e. at least weekly data backups.145 

 
138 See § 2 (2) BSIG. 
139 See Wood (2004), p. 16. 
140 See Siegel et al. (2002), p. 44. 
141 See Siegel et al. (2002), p. 47. 
142 See Bandyopadhya et al. (2009), p. 68. 
143 See Siegel et al. (2002), p. 47. 
144 See Siegel et al. (2002), p. 48. 
145 See Appendix 2 or Chapter 6.3 for more information. 
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Comparing the technical consideration with the taxonomy of cyber risk there are 

some differences recognizable. In Chapter 2.4 human-made threats, environmental 

threats, and technological threats are identified as cyber risks. Comparing the source 

of dangers, a company can only reduce the extent of two danger due to technologi-

cal precautions. Therefore, physical control restricts environmental threats and 

hardware with appropriated software limits technological threats. How human dan-

gers are limited, however, is not easily answered by the technological precautions, 

for which the subspecies must be considered more closely. 

At the end of this subchapter, the impact of cyber insurance on the technical equip-

ment of companies is examined. There are three different scenarios possible: Tak-

ing out cyber insurance has a positive effect, a negative effect or no effect on the IT 

security level of companies.  

The positive impact can be justified due to the academic view of cyber insurance. 

In an exemplary risk management process, the risk is firstly reduced with techno-

logical instruments. Furthermore, as insurance companies require specific precau-

tions and updates, the insurance policy will lead to an improved IT system.  

An argumentation for a negative impact includes especially the moral hazard prob-

lem. An insured company will be less concerned with IT security.146 Empirical 

proof of the impact has not yet been recognized, however, by taking out insurance 

the awareness of IT security is strengthened and updates of the software are carried 

out, resulting in longer-term security. 

5.1.2 Economically consideration 

The last chapter identified technical requirements that reduce the risk of cyber at-

tacks. This chapter considers the same content but from another perception, in re-

gard to the economic effect. According to a representative survey, 74 % of German 

companies increase IT security spending.147 This fact raises the question of how 

much risk reduction is achieved by investments in IT security, as business decisions 

should be particularly economically rational. Figure 3 shows the relationship be-

tween the investments in IT security and the connected risk reduction. The invest-

ments are indicated in € and the risk is illustrated with the Greek letter σ.  

 
146 See Gordon et al. (2003), p. 83. 
147 See Bitkom (2018b) p. 5.  
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Fig. 3: Economically contemplation of IT security investments148 

 

The gradient of the risk graph shows that the extent of risk minimization does not 

increase linearly with the investment.149  

If a company makes a security investment, the risk is disproportionately reduced. 

Figure 3 shows this relationship as σଵ > €ଵ. However, if the company has reached 

a certain level of IT security, the impact of a further investment n differs. Risk re-

duction requires a significant investment because new, better and therefore more 

expensive hardware and/or software is needed. Consequential, the investment €n 

achieves a risk reduction σn, where σ௡ ≪ €௡. 

Since the technological viewpoint cannot be fully assessed here, the context should 

only highlight the economic component. Even security investments have to make 

business sense.150 If business investment no longer makes sense and managers are 

not forced to implement them, they should consider alternatives. One opportunity 

is illustrated in Equation 2. Therefore, the return on investment for a security in-

vestment (ROSI) is calculated. 

 

 

 
148 Source: Own representation based on Pohlmann (2006), p. 4. 
149 See Pohlmann (2006), p. 4. 
150 See Sonnenreich et al. (2006), p. 45. 
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Equation 2: Equation for calculating ROSI151 

𝑅𝑂𝑆𝐼 =
(𝑅𝑖𝑠𝑘 𝐸𝑥𝑝𝑜𝑠𝑢𝑟𝑒 ∗ % 𝑅𝑖𝑠𝑘 𝑀𝑖𝑡𝑖𝑔𝑎𝑡𝑒𝑑) − 𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝐶𝑜𝑠𝑡

𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 𝐶𝑜𝑠𝑡
 

 

ROSI enables comparing a security investment based on an economic ratio. The 

cost of purchasing the hardware and/or software is weighted against the expected 

prevented loss. If the result is positive, an investment is economically reasonable. 

A limitation of the concept is that the factors regarding cyber risk are difficult to 

estimate and vary over time. Therefore, changing exposure costs can lead to mis-

leading results.152 

Another benchmark was already established by the Goerdon-Loeb Model in 

2002.153 With the assumption that cyber security investments have a diminishing 

marginal utility (as illustrated in Figure 3), Gordon and Loeb (2002) calculated an 

optimal level of cyber security investments. Thus, a company should invest up to 

37 % of the expected loss through a cyber attack.154 This value is calculated on the 

basis of the assumptions in the model. Nevertheless, the result of the model is im-

portant. Investments are only economically rational to a certain level. 

5.2 The human factor 

In the previous chapter, the problem of human-made threats has only been men-

tioned and not yet explained. Considering Appendix 1 once again, the following 

categories of cyber attacks are possible: actions of people, systems and technology 

failures, failed internal processes and external events.155 The category actions of 

people is further subdivided in inadvertent, deliberate and inaction. Of course, at-

tackers are aware of the various possibilities of a cyber attack. In this regard, they 

often choose unintended security vulnerabilities created by the human factor.156 

As discussed in chapter 3, the types of cyber attacks were divided and some damage 

examples assigned. A multiplicity of cyber attacks succeeds only by the 

 
151 See Sonnenreich et al. (2006), p. 46. 
152 See Sonnenreich et al. (2006), p. 47. 
153 See Gordon and Loeb (2002), pp. 440-452. 
154 See Gordon and Loeb (2002), p. 453. 
155 See Appendix 1: Taxonomy of Cyber Risks. 
156 See Abawajy (2014), p. 237. 
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unintentional co-operation of the employees, for example, malware that infects the 

computer by opening email attachments or the Fake President case. 

This shows impressively that the biggest danger factor is the workforce of every 

company. This is in accordance with the results of a study conducted by the Asso-

ciation of Electrical Engineering Electronics Information Technology (VDE). Ac-

cording to this, 77.1 % of the respondents stated that cyber attacks are successful 

due to the lack of awareness of the employees.157 Further confirmed the findings of 

Biener et al. (2015) this origin. Exactly as with the inherited classification of cyber 

risks, they examined incidents on the origin with regard to actions of people, sys-

tems and technical failure, failed internal processes and external events. In the main 

category cyber Risks, over 90 % were assigned to the subcategory “actions of peo-

ple”.158 

In defiance of the technological precautions, an essential part arises through igno-

rance of the user or careless behavior. Examples include shared passwords, opening 

unknown emails, and clicking on links and email notes.159 

To reduce these cases, employee awareness of such hazards must be increased. Le-

oni has done this as a result of the claim, but previous training would help even 

more to prevent and decrease the probability of a cyber attack.160 There are several 

approaches to reduce the human danger by increasing the awareness of employees. 

Firstly, there are some conventional approaches e.g. posters or newsletters.161 As 

newsletter can be an appropriate method to periodically inform employees about 

current threats, these kinds of teaching by information cannot be checked and there-

fore, the newsletter can be ignored.162 A further opportunity is the traditional idea 

of training by an external security expert.163 The associated problems are expensive 

and only temporary. First of all, the expert has to visit the company, resulting in 

traveling expenses and accordingly, in a costly hourly wage rate. Furthermore, the 

employees have to attend the presentation, resulting in an interruption of work. Fi-

nally, it is usually a unique event which results in a temporary overview of the 

 
157 See Statista (2019). 
158 See Biener et al. (2015b), p. 139. 
159 See Abawajy (2014), p. 237. 
160 See DerTreasurer (2017), p. 10. 
161 See Abawajy (2014), p. 241. 
162 See Abawajy (2014), p. 241. 
163 See Valentine (2006), p. 18. 
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current situation. Therefore, a company encounters a steady changing problem with 

a static solution.164 

Nowadays, several online approaches are available and various subtypes developed 

from the opportunity, including e.g. e-mail broadcasting, blogging, game-based 

models and multimedia.165 In this regard, it can be seen that online training has a 

significant impact on employee awareness. A mix of video, text and game-based 

training, achieves the highest improvement in the perception that the distribution of 

malware takes place through URLs or emails.166 With this provision, one addresses 

a major source of cyber attacks that are difficult to prevent by technological pre-

cautions. 

5.3 Organizational precautions 

This subchapter combines technological precautions with the human factor. As a 

result, the probability of a cyber attack cannot be entirely eliminated. At the organ-

izational level, hence, two precautions must be taken. On the one hand, measures 

that reduce the occurrence of damage. Therefore, operating instructions and defin-

ing the sphere of competence (e.g. user rights, bank authorization) are measures that 

support and protect the company and each individual employee. On the other hand, 

a company needs to define internal processes that allow to minimize the damage in 

case of an attack. These processes, scope of responsibility and contact person have 

to be clarified in a crisis management plan.167 This general advice applies to every 

possible risk in order to be prepared accordingly. With regard to cyber risks, a more 

appropriate emergency plan must address the following areas:168 

 Damage Assessment – a company has to determine quickly what happened 

and which business line is affected. 

 Public Relations – who reports to whom? 

 Need for Outside assistance – most of the companies are not specialized in 

IT systems, data protection law or public relation activities. Therefore, they 

need an extern expert to support them. 

 
164 See Valentine (2006), p. 18. 
165 See Abawajy (2014), p. 246. 
166 See Abawajy (2014), p. 246. 
167 See Trautman et al. (2013), p. 110. 
168 See Trautman et al. (2013), p. 110. 
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 Which source of error enabled the incident? 

 Monitoring and adjustments to prevent future attacks of the same kind. 

 

Kulikova et al. (2012) identify various factors affecting the decision of a company 

if they disclose cyber attacks. On this basis, the importance of clear responsibilities 

arising from a crisis management plan is analyzed. The first influencing factor is 

the limitation of damage and prevention. They argued that disclosing an incident 

helps a company to strengthen the awareness of employees. 169Afterward, they can 

assess situations better, reducing the probability of an incident and reducing the 

damage in case of an incident. Furthermore, regulatory compliance affects disclo-

sure. As mentioned already, the GDPR requires notification. Thus, a decision to 

omit may result in fines and must be considered in the decision. This entails the 

resulting costs resulting from data breaches. However, the costs vary depending on 

the period of publication.170 Lastly, the reputation of the affected company suffers, 

in particular, if there is no compliance with the law. 

As a result, the identified content of a contingency plan matches the factors that 

determine the publication of an incident. Furthermore, the crisis plan also addresses 

the possible costs arising from an attack. These organizational precautions comple-

ment the precautions to reduce the probability and determine the following 

measures. 

In particular, the GDPR makes this clear organizational structuring necessary. 

There were several explanations and examples showing that cyber attacks and per-

sonal customer data are linked very closely. Therefore, in case of an incident, it has 

to be checked which data were affected, what happened to it and how to comply 

with the notification obligation. 

 

 

 

 
169 See Kulikova et al. (2012), p. 105. 
170 See Ponemon Institute (2011), p. 4. 
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5.4 Current Studies 

The main problem analyzing cyber risk was the limited available empirical infor-

mation.171 Nowadays, the GDPR has increased the transparency of cyber attacks 

and increased the data sources through the compulsory registration. An occurring 

cyber attack does not necessarily mean that the incident is also recorded. First of 

all, the cyber attack has to be detected. The reason why the cyber attack is detected 

can vary differently. Either the target of a cyber attack detects the incident itself or 

the organization is informed by the attacker or a connected stakeholder e.g. a credit 

card processor, IT forensics or a consumer.172 Afterward, the cyber attack has to be 

disclosed to appear in the statistics. According to the GDPR, a cyber attack has to 

be reported to the supervisory authority, if personal data is affected. In this regard, 

legal regulation has increased the likelihood of a disclosure. This relationship is 

shown in Figure 4.  

 

Fig. 4: Disclosure of cyber incidents173 

 

 

A further limitation to given data results from the data source. Due to the sensitive 

issue and reach, no own study was carried out, but public data sources were used. 

Using a publicly available data set, it is important to consider the backgrounds of 

the publisher. When analyzing the results, it is therefore considered that insurers 

and IT security companies might have an evident reason to issue higher numbers. 

 

First of all, the results of the German Federal Office are presented. 174 The following 

results refer to the year 2018 and enable a current overview of cyber security in 

Germany. The survey was conducted as part of the Alliance for cyber security. 

Therefore, it can be assumed that companies which participated have an increased 

affinity to IT security and the results cannot generally be considered as 

 
171 See Biener et al. (2015b), p. 133. 
172 See Romanosky (2016), p. 122. 
173 Source: Own representation based on Romanosky (2016), p. 122. 
174 See Federal Office for Information Security (2019b). 
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representative for every German company. This assumption is reinforced by the 

fact that 77 % of respondents were IT security officers, whereby some small com-

panies have not even hired such a position. Nonetheless, it is a good source of data 

to arrange the opinion of professionals. The results are based on responses from 

1,039 participating institutions, of which 57 % were small and medium enterprises 

with 1 to 249 employees. The remaining 43 % were large companies or institutions 

with at least 250 employees.  

The results form the following opinion: 76 % perceive that cyber attacks have the 

potential to impact operational processes, 88 % realize digitization is associated 

with additional cyber risks, 61 % think that cyber security achieves no added value 

and only 51 % confirm that the business management deals with cyber security.  

Furthermore, the survey provides information about the current threat situation: Al-

most half (43 %) of the large companies were affected by cyber security incidents. 

For SME this parameter value amounts to 26 %. Moreover, it is notable that 50 % 

of the attacks were successful and the unreported cyber attacks are not registered in 

these numbers. According to the survey, the consequences of cyber attacks are enor-

mous. The vast majority (87 %) of the affected companies reported operational fail-

ures or interruptions. Almost two thirds (65%) of those affected had costs for the 

investigation and restoration of the IT systems and 22 % stated to have suffered 

reputational damage. 

In order to obtain an international comparison, the study of the specialty insurer 

Hiscox is presented below. Forrester Consulting carried out an international survey 

on behalf of the insurance company Hiscox and summarized the results in the 

Hiscox Cyber Readiness Report 2019. The results were recorded in an online survey 

between October 22 and December 7, 2018. In this regard, 5,392 people who where 

involved in the company's cyber security strategy answered the questions, which 

enables an assessment of the current situation. Figure 5 shows the country-specific 

participation. 
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Fig. 5: Country-specific participation175 

 

 

The sample consists of 1,071 companies from the US, 1,060 from the UK, 1,061 

from Germany, 546 from Belgium, 567 from France, 543 from Spain and 544 from 

the Netherlands, and the domestic division of companies can be seen as representa-

tive for the respective countries. Therefore, the study provides results of an interna-

tional consideration for continental Europe, the United Kingdom, and the United 

States. 

 

One of the key findings of the survey is shown in Figure 6. The proportion of firms, 

which were affected by a cyber attack, has risen significantly in every country. The 

proportion is in every country over 50 %, which clearly shows the current and in-

creasing threat.  

 

 

 

 

 

 

 

 
175 Source: Own representation based on Hiscox (2019a), p. 4. 
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Fig. 6: Firms reporting a cyber attack on a county level176 

 

 

Since the questions and definitions were the same, the descriptive statistics demon-

strate a clear increase. In Germany, the proportion increased from 48% to 61%, 

which corresponds to a relative growth of over 27%. 

 

Regarding the overall sample, cyber attacks are neither a phenomenon of large cor-

porations nor are individual sectors affected, even if certain tendencies are discern-

ible. First of all, 74 % of enterprises, with more than 1,000 employees, suffered 

from a cyber attack in the last 12-month period. In contrast, small businesses with 

less than 50 employees are less often affected. However, the severity of 47% rep-

resents an immense risk, even for small companies.177 Looking at the group of SME 

aggregated, a surge in the last year is noticeable. The fraction rose on average by 

59 % compared to the previous report.178 Figure 7 reveals the corresponding distri-

bution of the sectors.  

 

 

 

 

 
176 Source: Own representation based on Hiscox (2019a), p .4. 
177 See Hiscox (2019a), p. 4. 
178 See Hiscox (2019a), p. 4. 
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Fig. 7: Sector of the participating companies179 

 

 

The illustration only shows that various sectors were surveyed, which obtain a ho-

listic picture of the economic situation. Hence, the allocation of samples shows that 

the results range over a multitude of different sectors. As a result, the progress of 

increasing cyber attacks extends to every measured sector and demonstrates that 

cyber attacks can affect any industry.180 Nevertheless, due to empirical data, some 

industries are more often affected. In 2018, technology, media, and communica-

tions companies were the most affected as 72 % of the respective companies have 

stated an attack. The second-highest attack rate had government entities with 71% 

and subsequently, 67 % of the financial sector was affected.181 

Another illustration provides the results of the IBM Report, which represents all 

attacks relative to the industry. 

 

 

 

 

  

 
179 Source: Own representation based on Hiscox (2019a), p. 16. 
180 See Hiscox (2019a), p. 5. 
181 See Hiscox (2019a), p. 5. 
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Table 4: Relative assignment of cyber attacks182 

Industry Proportion 

Finance and Insurance 19 % 

Transportation 13 % 

Professional Services 12 % 

Retail 11 % 

Manufacturing 10% 

Media 8 % 

Government 8 % 

Healthcare 6 % 

Education 6 % 

Energy 6 % 

 

Table 4 shows the sector distribution of cyber attacks. The advantage of this repre-

sentation is its relative relationship to the totality of cyber attacks. Accordingly, 19 

% of global cyber attacks have affected the financial sector. However, the totality 

of attacks is shared by a variety of other industries. These results confirm that cyber 

attacks affect every industry. 

In summary, cyber attacks have increased worldwide. Big companies are even more 

affected than small companies. Nevertheless, the threat can be considered very 

high, with 61% of international companies reporting a cyber attack. These attacks 

are spread across all industries, with an increased likelihood for financial compa-

nies. Looking more closely at Germany, the figures of the affected companies vary. 

KMPG published a report whichs shows that in the last two years 39% of the Ger-

man enterprises were affected. 183 In addition to the results already presented, it can 

be said that cyber attacks pose a danger that can affect any business. 

Further findings demonstrate that not only the frequency of cyberattacks increases, 

but also the associated costs for the companies. Looking at the global mean costs, 

they have increased within the last year by 61 %.184 Global mean costs of companies 

 
182 See IBM (2019), p. 16. 
183 See KPMG (2019), p. 11. 
184 See Hiscox (2019a), p. 6. 
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due to cyber attacks have increased to 369.000 $. Furthermore, the mean impact of 

a single incident has multiplied, too.185 

6. Insurability of cyber risks 

6.1 Cyber Insurance – Definition and scope of benefits 

Insurances have always been part of risk management, as an entrepreneur can in-

fluence which existing risks they are willing to bear and which they give to an ex-

ternal third party against the payment of a security premium. The first ideas for 

insurance of digital risks were already mentioned in the scientific literature in 

1994.186 The fact that a company incurs costs and losses when the IT system fails 

is not new. Thus, the entrepreneurs are aware that when for example, the required 

hardware is burned by a fire or the server room is destroyed, it causes the company 

significant losses.187 On the one hand, the technical capabilities have increased the 

risk of a cyber attack. On the other hand, the consequences of a cyber attack have 

explicitly changed. These technological and judicial changes result in potential dan-

ger for companies, where classical insurance products have no coverage.188 With 

cyber insurance, a company can hedge potential losses from a cyber attack.189 The 

German insurance Provinzial describes on its homepage the purpose of cyber insur-

ance as protection against the consequences of hacker attacks on your IT systems 

and other digital risks.190 Compared to this more general descriptions, the American 

International Group, Inc. (AIG) directly refers to cyber risks. Hence, their cyber 

insurance covers losses for data protection and network security breaches in the use 

of computer systems and the internet.191 The core of the definition remains the 

same, and a detailed comparison of the available insurance policies is elaborated in 

chapter 7.3. 

 

 
185 See Hiscox (2019a), p. 6. 
186 See Lai et al. (1994), p. 171. 
187 See Gordon et al. (2003), p. 82. 
188 See Gordon et al. (2003), p. 81. 
189 See Gordon et al. (2003), p. 81. 
190 See Provinzial (2019). 
191 See AIG (2019). 
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6.2 Problems and needs 

So far, cyber risk has been identified as a rapidly growing threat, which must defi-

nitely be considered in complete risk management. Even current studies of the last 

years show an ever-increasing danger. Anyway, there are some problems associated 

with cyber risks and the potential implementation of risk management instruments. 

The main problems are comparable to most other insurance contracts: Adverse se-

lection and moral hazard. Adverse selection describes the fact that more vulnerable 

companies rather seek for insurance than safer companies.192 Moral hazard, on the 

other hand, illustrates a problem after signing the contract. According to this, com-

panies have less incentive to upgrade IT security after risk transfer has taken 

place.193 Moral hazard and adverse selection are not further discussed here, as they 

are not a peculiarity of cyber risks and need to be assessed by insurance companies. 

When deciding whether companies take out insurance, these factors are not crucial. 

Measures taken by insurers are examined as part of the market analysis.  

As these problems are not really new, the main difficulty is the pricing of cyber 

insurance contracts. Insurance premiums are determined on the basis of empirical 

claims. Other insurance lines, like automobile insurance, have little changing fac-

tors. Therefore, the empirical data can be considered as representative of future 

damage. Cyber attacks, however, are associated with two novel problems. For one 

thing, companies have not been willing to make the incidents public, resulting in a 

small amount of data.194 Furthermore, other factors continue to change steadily, 

making it difficult to provide up-to-date security. Attack possibilities increase, for 

example, through the development of the Internet of Things. These factors, in com-

bination with a rather new line of the insurance business, initially lead to inflated 

insurance premiums.195 

 

Bandyopadhyay et al. (2009) developed a theoretical model, that explains the over-

pricing of cyber insurance contracts.196 Essential components of this model are the 

annual premium P, the deductible d, the primary loss A and the secondary loss B. 

 
192 See Gordon et al. (2003), p. 82. 
193 See Gordon et al. (2003), p. 82. 
194 See Gordon et al. (2003), p. 82. 
195 See Bandyopadhyay et al. (2009), p.68. 
196 See Bandyopadhyay et al. (2009), pp. 69f. 
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The probability p is assigned with the respective index. Furthermore, introduced 

cost types primary and secondary, and the characteristics of the incident, so whether 

it is a systematic or symptomatic and a private or a public incident are important.  

Cyber insurances are basically built like classic insurances, i.e. the policyholder 

pays in advance the insurance premium P. If an insured event occurs, the insurer 

pays the insured losses minus the agreed deductible. The premium and the deduct-

ible have an inverse relationship, meaning a higher deductible reduces the premium. 

The model is illustrated in Figure 8. An important limitation of subsequent descrip-

tion is the assumption that no regulatory framework affects the disclosure of data 

breaches. Therefore, the model is evaluated afterward. 

Fig. 8: Overpricing of a cyber insurance contract197 

 

As already mentioned, a cyber insurance contract is connected with a contracted 

deductible d. The basic consideration is that different types of cyber attacks have 

 
197 Source: Own representation based on Bandyopadhyay et al. (2009), p. 71. 
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different effects. A cyber attack leads to primary losses, resulting directly in every 

successful attack, and secondary losses, resulting only in public incidents or private 

symptomatic breaches. If the company has taken out a cyber insurance policy, then 

it can report the losses to the insurance company. Crucial for further consideration 

is the decision of disclosing a symptomatic breach. If the affected company does 

not disclose the breach but claims the primary losses, the company insurance com-

pany pays existing losses. Claiming a loss to an insurance company involves extern 

partners, which increases the probability of secondary losses. Hence, the other al-

ternative is not claiming the primary losses and definitely avoid the secondary 

losses.  

The model assumes an optimal amount of deductible d*, which determines an op-

timal amount of insurance premium P*. 

If a company claims the primary losses to the insurance company, there is a proba-

bility 𝑝஻ that secondary losses B emerges from claiming. This interrelation enables 

the following conclusion: Claiming a symptomatic breach results in the contracted 

deductible d and the expected secondary loss 𝑝஻ ∗ 𝐵. This sum of costs is marked 

with the small letter r. As a result, a targeted company will not claim losses from a 

cyber attack, if they are smaller than 𝑟 = 𝑑 + 𝑝஻ ∗ 𝐵. Thus, changing the point on 

the x-axes and the offered deductible d does not equate to the actual participation. 

Finally, the realized deductible d* = r would correspond to a reduced insurance 

premium. Indeed, this results from the market mechanism and is not arranged with 

the insurance company. If IT managers weigh up this matter, they perceive cyber 

insurances as too expensive compared to the realized deductible.198 

6.3 Insurances in Cyber Risk Management 

Cyber threats are a very abstract danger. Therefore, it is essential to reduce the risk, 

minimize the probability of being attacked and secure the rest probability of actual 

damage. As early as 2003, Gordon et al. (2003) identified cyber insurances as an 

integral part of the IT security risk. 199 Accordingly, the basic principle of risk man-

agement also applies here: Reduce the existing risk to an acceptable level. To 

achieve this, companies should use a two-step approach. First, software and 

 
198 See Bandyopadhyay et al. (2009), p. 71. 
199 See Gordon et al. (2003), p. 84. 
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hardware should be improved to enhance technical protection against cyber attacks. 

In the ever-technological world, even with the best security systems, you cannot 

achieve 100% protection. The introduced studies in chapter 5.4 demonstrate this 

explicitly. The second step recommends the conclusion of a cyber insurance policy. 

Gordon et al. (2003) describe the insurance as a “management tool for reducing the 

risk of financial losses associated with Internet-related breaches”200. Applying the 

traditional risk management process from chapter 2.1 to risk transfer by insurance, 

the steps change to a customized process, as shown in Figure 9. 

 

Fig. 9: Risk transfer process via insurance201 

 
Step 1 and 2 remain unchanged from the specific risk as already described. Due to 

the enormous importance that has been identified in the risk identification and eval-

uation, in step 3 a suitable insurance is taken out to minimize the residual risk. De-

pending on the company and the needs, a suitable cover is agreed that affects the 

annual premium. As the risks in the cyber sector change dynamically, monitoring 

is of enormous importance. 

Today the insurances include far more than the first policies. The existing opportu-

nities will be compared in the next chapter. 

 

 

 

 

 

 

 

 

 
200 Gordon et al. (2003), p. 84. 
201 Source: Own representation based on Hallikas et al. (2004), p. 52 and Marotta et al. (2017), p. 
41. 
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7. German Market analysis of available insurances 

7.1 Available cyber insurance tariffs in Germany  

After defining the cyber insurance product in chapter 4.1, the available insurance 

companies and the corresponding tariffs are compared and analyzed.  

The current market situation is still growing. Nowadays 29 insurance companies 

offer a variety of tariffs and combinations.202 

Table 5: Supply of the German insurance market respective cyber insurances203 

Insurance company Tariff 

American International Group  

AIG Europe S.A. 

“CyberEdge online 3.0“,  

as of 08.2018 

Allianz SE “Cyber Schutz“, “Cyber-Erpressung“,  

“Fehlerhafte Bedienung“, “Datenmani-

pulation / Telefonmehrkosten“, “Ex-

terne Dienstleister“, as of 09.2018 

ARAG SE “Busniess Aktiv CyberSchutz“, 

“Business Aktiv CyberSchutz PLUS“, 

as of 01.2017 

AXA S.A. “ByteProtect Kompakt“, “Baustein F 

Internet-Betrug“, “Technische Störun-

gen“, as of 05.2018 

Basler Versicherung AG “Cyber-Police mit Betriebsunterbre-

chung wegen Ausfall des Dienstleisters 

und Sublimit-Anhebung“,  

as of 01.2019 

Barmenia Allgemeine Versicherungs-

AG 

“Gewerbe-Cyberrisiko-Versicherung“, 

as of 01.2019 

Versicherungskammer Bayern “CyberSchutz 2017 mit Ertragsausfall-

versicherung“,  

as of 03.2018 

BGV-Versicherung AG “BGVFIRM Cyber Versicherung“ 

 
202 See GDV (2019) and Franke and Bornberg (2019). 
203 Source: Own representation based on GDV (2019) and Franke and Bornberg (2019). 
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Chubb European Group SE  “Cyber Enterprise Risk Management“ 

CNA Insurance Company (Europe) 

S.A. 

“Netprotect®“ 

Condor Versicherungen “CyberRiskPolice“, as of 01.2017 

DUAL Deutschland GmbH “Cyber Defence“, as of 01.2015 

ERGO Versicherung AG “Cyber-Versicherung“,  

as of 01.2018 

Gothaer Group “Cyber-Versicherung für Gewerbekun-

den“ and “Erhöhung der Sublimits auf 

20% der Versicherungssumme“,  

as of 10.2018 

GVV-Kommunalversicherung VVaG “Cyber-Versicherung für Kommunen 

und kommunale Unternehmen“ 

HDI Global SE “Cyberversicherung für Firmen und 

Freie Berufe“, “Leistungs-Update-Ga-

rantie“, “Internet-Diebstahl“, “Cyber-

Spionage“, and “Betriebsunterbre-

chung durch Cloud-Ausfall“,  

as of 10.2018 

Helvetia Schweizerische Versiche-

rungsgesellschaft AG  

“Business Cyber“, as of 01.2018 

HISCOX S.A. “CyberClear“, “Cyber-Betrug”, “Cy-
ber-Betriebsunterbrechung bei Techni-
schen Problemen“ and “Cyber-Be-
triebsunterbrechung durch Cloud-Aus-
fall“, as of 03.2019 

LVM Landwirtschaftlicher Versiche-

rungsverein Münster a.G. 

“Sach-Gewerbeversicherung - Cyber-

Risikoversicherung“,  

as of 10.2018 

Markel International Insurance Com-

pany Limited 

“Markel Pro Cyber“, “Cyber-Forde-

rung“, “Cyber-Zahlungsmittel“,  

“Cyber-Vertrauensschaden“, and „Cy-

ber-Haftpflicht“, as of 01.2018 
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Provinzial AG “Cyber-Versicherung mit Bausteinen 

Haftpflicht, Eigen-, 

Vertrauensschaden, Ertragsausfall“, as 

of 04.2019 

QBE Insurance (Europe) Limited “Cyber-Response“, as of 01.2017 

R+V Versicherung AG “CyberRisk-Versicherung“,  

as of 09.2017 

SIGNAL IDUNA Allgemeine Versi-

cherung AG 

“Cyberrisiko-Versicherung“,  

as of 10.2017 

SV Versicherung AG “SV CyberSchutz“, as of 08.2017 

VGH Landschaftliche Brandkasse 

Hannover 

“CyberSchutz für Firmenkunden und 

Landwirte“, “Cyber Rechtsschutz“, 

“Cyber Vertrauensschäden“, “Cyber 

Betriebsunterbrechung“, as of 02.2018 

VHV Allgemeine Versicherung AG “CYBERPROTECT“, as of 02.2018 

Württembergische Versicherung AG “Cyber-Police“, as of 01.2018 

XL Insurance Company SE “Cyberschaden-Versicherung“,  

extension of cover: “Betriebsunterbre-

chung - externe IT-Dienstleister“, 

as of 01.2018 

 

 

Table 5 presents the available tariffs of cyber insurance in Germany. The summary 

was compiled on the basis of own research, the market research by Franke and 

Bornberg204 and an overview by the German Insurance Association205 (GDV). Tar-

iffs, which are listed on the GDV but cannot be found on the specific insurance 

website, are extinguished in the table. Furthermore, the list contains the insurer with 

the list of partially optional components of cyber insurance. In the column of tariffs, 

the German designations were used and the date of the respective insurance terms 

and conditions added. In some cases, this date is missing. There, the tariff is avail-

able online, but the insurance terms and conditions were not detectable. 

 
204 See Franke and Bornberg (2019). 
205 See GDV (2019). 
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7.2 Assessment of available tariffs and rating 

Franke and Bornberg, founded in 1994, is an independent German company that 

compares insurance products and insurance companies critically and consumer-ori-

ented with a specialization for SME.206 In October 2018, they published a press 

release presenting the results of a recent cyber insurance market analysis.207 Sources 

include only legally binding documents, e.g. printed insurance terms, mandatory 

consumer information, application forms, insurance policies, and annual reports.208 

The analysis examined commercial cyber policies in the German market. Included 

were 35 insurance tariffs from 28 providers. All insurance tariffs have been rated 

according to the internal rating criteria for cyber insurances.209 There was a detailed 

evaluation of individual subgroups. The following categories were examined: Gen-

eral categories of insurance benefits, exclusions, business interruption, third-party 

claims, e-payment, increased risk, IT forensics and consulting, costs resulting from 

a breach of privacy, crisis and reputation management, multiple insurance contracts, 

pre-insurance claims, representatives, penalties, insured risks, insured IT systems, 

insured persons and companies, insured event, insurance contract, trust damage and 

the restoration of IT systems. All categories were rated according to their sub-items 

and their weighting to finally receive an overall rating. In order to take account of 

important contract contents, the sub-items were weighted into the overall rating. 

Franke and Bornberg assess the following as essential: loss of revenue & additional 

costs, interruption of business due to cloud failure, third party liability assumed by 

exemption, contractual liability, infringement of personal rights, geographic sphere 

of influence, contract of risk aggravation, notification obligations in data protection 

breaches, crisis management, clarity of wording obligations, definition of the in-

sured risks, definition of the insured IT systems as well as the restrictions on the 

restoration of the IT systems.210 Table 6 shows the general classification of the rat-

ing classes of Franke and Bornberg based on the percentages achieved. 

 

 
206 See Franke and Bornberg (2018a), p.6. 
207 See Franke and Bornberg (2018a). 
208 See Franke and Bornberg (2018b), p. 5. 
209 See Franke and Bornberg (2019). 
210 See Franke and Bornberg (2018a), p. 4. 
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Table 6: Rating classification according to Franke and Bornberg211 

Percentages FFF-score Written score School grade 

≥ 85 % FFF+ Excellent 0,5 

≥ 75 % FFF Very good 0,6 until 1,5 

≥ 65 % FF+ Good 1,6 until 2,5 

≥ 55 % FF Satisfactory 2,6 until 3,5 

≥ 45 % F+ Sufficient 3,6 until 4,5 

≥ 35 % F Poor 4,6 until 5,5 

< 35 % F- Deficient 6,0 

 

The current assessment of available cyber insurances, according to the rating clas-

sification of Franke and Bornberg, is shown in Figure 10. The decisive factor for 

this classification is the database of Franke and Bornberg retrieved on July 2019 

and their current classification based on available tariffs.  

 

Fig. 10: Classification of current available cyber insurance tariffs212 

 

Figure 10 shows that the best score FFF+ is not yet achieved by existing cyber 

insurances. Nevertheless, two tariffs receive a score of 1,5. This corresponds to a 

very good covered exposure with an overall percentage of at least 75 %.  

 
211 See Franke and Bornberg (2018b), p. 8. 
212 See Franke and Bornberg (2019). 
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Comparing this classification with the published evaluations in the 2018 press re-

lease, it becomes evident that cyber insurances are constantly evolving. A year ear-

lier, no insurance tariff reached FFF rating and only 11.85% achieved FF + rat-

ing.213 In 2019, 30 out of 99 tariffs were evaluated in this category, which represents 

a percentage of 30.30 %. The increase in the FF+ class refers to 1,845 basis points.  

Furthermore, the development shows that not only other tariffs are getting better, 

but also fewer tariffs are being grouped into the worst group. Therefore, the risk of 

inadequate coverage has slightly declined. Nevertheless, qualitative differences be-

tween insurers and insurance tariffs still remain. For informational reasons and to 

appreciate the good development, Table 7 contains the insurance companies and 

tariffs that have reached the FFF and FF + ratings. In the previous enumeration of 

the available cyber insurances, the list was sorted alphabetically. In the present case 

the ranking is arranged depending on the assessment. The number deviates from the 

number of tariffs mentioned above because in turn the different optional building 

blocks were combined in one row and awarded the best-achieved ranking. There-

fore, the maximum number usually stands for the combination of all options. 

Table 7: Best rated cyber insurances 07/2019214 

Insurance company tariff FFF-Score 

Provinzial AG “Cyber-Versicherung mit Bausteinen 

Haftpflicht, Eigen-, 

Vertrauensschaden, Ertragsausfall“,  

as of 04.2019 

FFF 

American Interna-

tional Group  

AIG Europe S.A. 

“CyberEdge online 3.0“,  

as of 08.2018 

FF+ 

HISCOX S.A. “CyberClear“, “Cyber-Betrug”, “Cyber-
Betriebsunterbrechung bei Technischen 
Problemen“ and “Cyber-Betriebsunterbre-
chung durch Cloud-Ausfall“,  
as of 03.2019 
 
 

FF+ 

 
213 See Franke and Bornberg (2018). 
214 See Franke and Bornberg (2019). 
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Basler Versicherung 

AG 

“Cyber-Police mit Betriebsunterbrechung 

wegen Ausfall des Dienstleisters 

und Sublimit-Anhebung“,  

as of 01.2019 

FF+ 

HDI Global SE “Cyberversicherung für Firmen und Freie 

Berufe“, “Leistungs-Update-Garantie“, 

“Internet-Diebstahl“, “Cyber-Spionage“, 

and “Betriebsunterbrechung durch Cloud-

Ausfall“, as of 10.2018 

FF+ 

Gothaer Group “Cyber-Versicherung für Gewerbekun-

den“ and “Erhöhung der Sublimits auf 

20% der Versicherungssumme“,  

as of 10.2018 

FF+ 

Markel International 

Insurance Company 

Limited 

“Markel Pro Cyber“, “Cyber-Forderung“, 

“Cyber-Zahlungsmittel“,  

“Cyber-Vertrauensschaden“, and „Cyber-

Haftpflicht“, as of 01.2018 

FF+ 

 

7.3 Selected insurance benefits in comparison 

So far, the threat situation has been discussed intensively and offered insurance tar-

iffs receive a good to a very good overall rating. Even so, insurances in cyber risk 

management do not seem to have become a standard instrument. Therefore, selected 

tariffs will be examined more closely to identify differences, strengths, and weak-

nesses. The comparison includes mentioned tariffs from Gothaer, HDI, Hiscox, and 

Markel with FF+ rating215 and an exemplary tariff rated F+ (AXA ByteProtect216). 

The selection was chosen based on the public availability of the information and 

the previous findings of Franke and Bornberg217. Subsequent analysis should be 

understood as a point-in-time analysis. Therefore, the results may vary over time. 

 
215 See Table 7. 
216 See Franke and Bornberg (2019). 
217 See Franke and Bornberg (2019). 
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Based on the problems and previous knowledge of the thesis, the comparison in-

cludes the contingency risk, liability limits, sum insured, insurable dangers, and 

technological underwriting. A detailed analysis can be found in Appendix 2.218 

 

The contingency risks are rather comparable and include network security breaches, 

operator error, data infringement, cyber extortion, and infringement by advertising 

and marketing. The common sources of damage like hacking, DDoS-attacks or mal-

ware are covered by every insurance. Also noteworthy is the coverage of random 

attacks and planned attacks by employees.  

Regarding liability, the contracted sum insured is decisive and only a few important 

aspects are excluded in some tariffs, e.g. fines from abroad in the AXA tariff. De-

pending on the insurance, technological precautions are required, as explained in 

chapter 5.1.1. Possible required precautions are state of the art, physical access con-

trols, firewall, and antivirus software. 

What makes cyber insurance special is not only the financial damage, but the prod-

uct is optimally complemented by additional services. Each closely considered tar-

iff has at least the possibility of an employee awareness training and the creation of 

a crisis management plan. The second crucial component is the assistance service 

in case of damage. The insured company benefits from a permanently available 

hotline and expert support, even if there is just a suspicion of a cyber attack. Insurers 

have access to experts in legal and technological matters due to greater scalability. 

7.4 Critical appraisal and the recommended action 

This chapter assesses the issues and insurance tariffs from the perspective of market 

demand. As a result, only the overpricing of the insurance premium and the lack of 

coverage are relevant in cyber risk management. In chapter 6.2, the model of Ban-

dyopadhyay et al. (2009) was presented, which explains why cyber insurance is 

perceived as overpriced. This problem can be resolved if the extent of coverage of 

cyber insurances changes. As cyber attacks are connected with primary and second-

ary losses, an appropriate hedging instrument should include constituents’ parts ad-

dressing both types of losses.219 

 
218 See Appendix 2: A comparison of selected insurance tariffs. 
219 See Bandyopadhya et al. (2009), p. 73. 
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Considering the associated assumptions, as well as the current market conditions, it 

becomes clear that it is no longer appropriate for the German insurance market. 

First, the General Data Protection Regulation forces companies to report a data 

breach within 72 hours, which significantly increases the likelihood of secondary 

losses and legally excludes private attacks. Furthermore, meanwhile the insurance 

products have adapted to this development. 

One development is that good tariffs already cover a fairly comprehensive origin of 

cyber attacks. A further development consists in the extending of the overall pack-

age to address every consequential damage due to a cyber attack. These options are 

in line with the identified sources and consequences of cyber attacks. The human 

factor is a source, which has to be updated constantly, analogous to the technolog-

ical side. Therefore, it is important to repeat awareness training for example in a 

yearly period. The restriction to six months is therefore negative for the AXA tariff.  

Insurance companies tried to create a product, which helps entrepreneurs to reduce 

consequential costs, e.g. due to public relation consulting. Reputation damage was 

one of the significant damages, resulting from an attack. Insurance will not com-

pensate the company for the resulting reputation damage but the access to PR con-

sultants and lawyers, who are familiar with cyber attacks, supports the company 

subsequently. Extending insurance coverage thus can minimize consequential dam-

age. So, the development of cyber insurance is positive and can support companies 

in the digitalization. 

 

As an intermediate conclusion can be stated that cyber insurance is especially mean-

ingful for SME because they get access to experts and can increase their knowledge. 

In addition to financial protection, they can reduce the likelihood of an attack. 

Beyond that, large companies and enterprises require in particular the financial 

hedge because the associated costs increase significantly with company sales and 

stored data. 

 

Hence, the numbers, facts and their development clearly speaks for the conclusion 

of cyber insurance. Looking at the current coverage rate, this development seems 

to go on. According to the Hiscox Cyber Readiness Report 2019, 41 % of the com-

panies included in the sample, have adopted cyber insurance, 30 % are going to 

adopt insurance during the next twelve months, 26 % are not planning to adopt an 
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insurance and 3 % don’t really know what cyber insurance is.220 For German com-

panies, the number of firms who implemented cyber insurance is even larger. Re-

ferring to the survey of the Alliance for cyber security, 61 % have adopted cyber 

insurance.221 There it is important to be aware of the fact, that the survey was an-

swered by companies that are familiar with the risk. We cannot adopt this number 

as an universally valid example. Nevertheless, we can see that a bigger part of com-

panies that have dealt with the risk has already adopted insurance. I assume that the 

real number of companies, having cyber insurance is noticeably smaller. The actual 

value varies. Depending on the source, the coverage rate is between 13 % and 61 

%.222 The idea is supported by the recent study by consulting firm KPMG, which 

noted a current coverage of 27 %.223 Another 28 % said that they are about to take 

out insurance, whereas 31% did not know that such insurance exists.224 This shows 

impressively that there is still a great demand untapped and insurance companies 

have to increase the communication.  

 

Finally, it becomes apparent that companies that deal with the risk tend to take out 

insurance. One the one hand, I can deduce from the behavior that implementing 

cyber insurance is a recommendable action. On the other hand, the developments 

in the insurance market are not finished yet. The German cyber insurance market 

offers an increasing number of insurance companies and tariffs. As the increasing 

number will continue to drive this positive development in the insurance business, 

I recommend to select one of the top-rated tariffs and review this choice annually.  

 

 

 

 

 

 

 

 

 
220 See Hiscox (2019a), p. 14. 
221 See Federal Office for Information Security (2019b), p. 19. 
222 See Gothaer (2019), p. 2. 
223 See KPMG (2019), p. 55. 
224 See KPMG (2019), p. 55. 
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8. Cyber Risk Management – a constant process 

8.1 Reassessment of the risk situation 

In an increasingly digital landscape, cyber attacks are the dangers with a clearly 

above-average probability and above-average damage.225 Management needs to be 

aware of the danger and evaluate the impact on their own business. On the one hand, 

in a risk management process, the probability of an attack must be reduced, and on 

the other, the extent of an attack should be reduced as much as possible.  

Due to the General Data Protection Regulation and the interrelation of customer 

data and cyber attacks, companies are threatened with severe penalties that can be 

incurred through direct damage control as well as through consequential damage. 

Because every business can be affected, a clear response plan needs to be defined 

which clarifies responsibilities. 

In Chapter 2.1, I introduced the classic risk management process in a structured 

way. The risk must be identified, assessed, risk management actions have to be 

discussed and potentially implemented, and finally monitored.226 Applying this ap-

proach to the cyber world and the corresponding risks, the process becomes even 

more precise. Firstly, the potential danger will grow steadily due to the already dis-

cussed input factors. The studies in chapter 5.4 represent an industry-independent 

development with an increasing probability of incidents and increasing associated 

costs. Thus, a company has to decide for itself how much their company depends 

on the digital business processes but cannot look at it only one-sidedly due to the 

GDPR. On the contrary, the scope of cyber risks is not limited to the corporate 

building. Regarding the data processing, controller and processors are jointly and 

severally liable for breach of the obligations.227  

Even precautions like software and hardware are bypassed by skilled hackers. Ba-

sically, technologies like anti-virus programs or virus scanners work backward and 

only react to already known actions and actions of the hackers.228 As early as 2005, 

Gordon et al. identified that 97 % of companies own firewalls, 96 % have anti-virus 

 
225 See chapter 2.5.1 for a detailed analysis. 
226 See Hallikas et al. (2004), p. 52. 
227 In chapter 4.3 is a more detailed analysis of the GDPR and the interconnection with cyber attacks.  
228 See Bandyopadhya et al. (2009), p. 68. 
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software and 72 % use intrusion detection systems.229 Nevertheless, cyber attacks 

are no rarity. This fact leads to the conclusion that cyber risks cannot be completely 

eliminated by utilizing technologies. Thus, a complete cyber risk management pro-

cess cannot stop here because a company always have to consider the residual risk. 

Secondly, the specific cyber risk has to be assessed. After the uncertainty of whether 

the company is affected by the dangers of cyberspace, can only be confirmed, the 

estimation of the individual risk is more complicated. As already described, a suc-

cessful cyber attack can have several effects. Therefore, not only the primary costs 

are important, but the total impact including secondary costs must be considered.230 

Bringing the theory of primary and secondary costs in connection with the possible 

cost resulting due to a successful cyber attacks, a firm faces many different forms 

of costs, e.g. costs due to business failure, costs of IT-recovery and IT-forensic, 

costs of data recovery, notifications cost, blackmail and manumission payment, 

monetary fine and contract penalty and finally a reputational damage. 

Therefore, the overall assessment should be decisive for the later chosen instru-

ments. In particular, since bearing this kind or risk enables only small or no addi-

tional return for companies.  

8.2 Adaptation of security measures 

“Cybersecurity is the collection of tools, policies, security concepts, security 
safeguards, guidelines, risk management approaches, actions, training, best prac-
tices, assurance and technologies […].”231  
 

IDC’s definition of cyber security reveals the fact that cyber attacks cannot be han-

dled easily. As discussed in chapter 3, the value of the data continues to increase 

and the storage of personal data is subject to GDPR. In this regard, data storage and 

cyber attacks are closely related and cannot be considered separately. This is also 

shown by the fact that in the case of an attack often personal data is encrypted as 

past examples of damage in chapter 4.3 and current studies in Chapter 5.4 show.  

Therefore, the choice of suitable risk management instrument has to be applied to 

specific circumstances. Basically, a company has to consider every risk and has to 

decide whether the company bears the risk itself, reduces it by risk management 

 
229 See Gordon et al. (2005), p. 11. 
230 See Bandyopadhya et al. (2009), p. 70. 
231 International Telecommunication Union (2008), p. 2. 
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instruments, or transfers it to a third party.232 Applying this to cyber risks, the strat-

egies of a firm will be explained in more detail afterward.  

Since cyber risks are a complex problem, the concept of a complete hedge includes 

a combination of every instrument. At least the risk manager should consider all the 

options and weigh the individual decisions. 

 

Step one of the decision-making process starts with the reduction of the risk factor.  

This succeeds in cyberspace in particular via suitable software and hardware to 

achieve a minimum level of technical precautions. With firewalls, network intru-

sion detection systems and anti-virus software a company can reduce the probabil-

ity. Even if such software protects the company only against known attacks. Regu-

larly updates guarantee the current state, as the attacks are evolving too. A further 

technological approach to reducing the overall risk are back-ups in a small-time 

interval. Back-ups significantly prevent loss and ensure a quick resumption of busi-

ness activity. 233 Consequently, costs of IT-recovery and costs of data recovery can 

be reduced. 

As with any business investment, it should be economically viable to act in the 

interests of stakeholders. Therefore, a company must always weigh what the invest-

ment costs are and what impact this has on risk reduction. Furthermore, the most 

common sources of error must be reduced and made known in the company e.g. 

reckless actions by employees. Taking a closer look at the types of cyber attacks, 

over 90 % are actions by people. These include for example hacking attacks, phys-

ical information thefts, human failures, and data manipulation.234 Even if a firm can 

protect itself against attacks from external ones by technical arrangements, uninten-

tional actions of own employees are still a main source of damage. Accordingly, it 

can be stated that cyber risks can happen due to different ways and the risk must be 

taken multidimensionally. Technical arrangements, clear organizational proce-

dures, and staff awareness training were identified as components of risk manage-

ment that reduce the probability of occurrence and the resulting damage. Risk man-

agers have to be aware of the human factor and ensure regular training to increase 

cyber security awareness of every employee. Because the strongest chain is only as 

 
232 See Hallikas et al. (2004), p. 54. 
233 See Siegel et al. (2002), p. 48. 
234 See Biener et al. (2015b), p. 139. 
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strong as its weakest link. In this regard, it was found that employees recognize 

better dangerous situations through suitable online training.235 

8.3 The decision on risk transfer  

After a company has identified the sources of error and reduced them with appro-

priate measures, the second step includes the risk transfer to a third party. This step 

should be carried out in a complete process, as a company can not fully protect itself 

from the dangers and technical precautions are no longer economical beyond a cer-

tain level.236 In reality, this is possible with cyber insurance. Available tariffs are 

getting better every year because of the market entry of other insurance companies 

or an adjustment of coverage schemes to meet demand. Current tariffs, evaluated 

with FF+ or better, offer more than pure financial security. Especially for small 

companies, the additional services of prevention helps the manager to reduce risk 

and the additional services of assistance help companies to comply with structured 

processes in the event of damage. 

When choosing the sum insured, companies can orientate themselves on sales, since 

in particular the sales and the stored data were identified as central drivers of the 

primary costs.237 Considering the market share of companies having cyber insur-

ance, this number varies a lot. As the real number might be much lower, the Alli-

ance for cyber security reported it to be 61 %. It is less important if the value is 

correct or if it can be considered representative of Germany, but the fact that com-

panies that deal in the context of IT security with cyber risks, tend to take out in-

surance. 

 

Because every business is faced with cyber risks, additional insurance may make 

sense. In this regard, companies should assess their own risk profile. If entrepre-

neurs already have their problems there, insurance is recommended. First, because 

by weighing the different tariffs, companies strengthen their awareness and self-

protection against cyber risks.238 By means of technical acceptance criteria, insur-

ance companies ensure that a required level of IT security is in place. Furthermore, 

 
235 See Abawajy (2014), p. 245. 
236 See chapter 5.1.2. 
237 Source: Own representation based on Romanosky (2016), p. 130. 
238 See Biener et al. (2015b), p. 147. 



Cyber Risk Management – a constant process 59 
 

 

increased deductibles lead to a significant premium reduction, as the moral hazard 

problem is tackled.239 Second, the additional services of insurance can help the 

company. The firm gets access to experts and therefore, gets both preventive sup-

port and support in case of damage. If a company decides against insurance, it be-

came clear that it is associated with an organizational extra effort and the other 

measures such as employee training and crisis planning must not be neglected. 

Eventually, the overall level of cyber security can be increased due to a appropriate 

insurance. 

8.4 Periodic risk process 

Finally, a company will bear part of the risk itself. In actuarial view, the liability is 

limited by the insurance sum and the defined insurance benefits. Thus, the company 

bears the deductible and uninsured cases. 

Hence, like for every potential damage, companies prepare for an incident by form-

ing an equity reserve. For an independent strategy, capital reserves are not a suitable 

instrument because the costs due to a cyber attack can shut down the company. 

In particular, the previous work identifies two issues a company needs to address 

in terms of cyber risks. As a result of digitization, they will increasingly come into 

contact with cyber risks. This happens directly through the use of new technologies 

or indirectly through affiliated entrepreneurs. Furthermore, insurance companies 

will also adapt steadily. 

Based on this, it is important to understand the management of cyber risks not as a 

one-off action but to implement a periodic process that manages the problem with 

the necessary knowledge. As a part of cyber risk management, it became clear that 

the factors influencing the risk as well as the technical, organizational and insurance 

aspects are constantly evolving. The biggest mistake a company can make is, there-

fore, to consider cyber risk as a static problem that needs to be resolved once. As 

companies periodically deal with the problem, taking out insurance also leads to a 

sustained higher level of IT security. 

 

 

 

 
239 See Gordon et al. (2003), p. 83. 
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9. Summary and Outlook 

One of the key findings of this work is that cyber risks have to be taken into account 

in every company. Digitization affects every business and will continue to change 

the working environment in the future. In addition to the visible opportunities, the 

invisible hazards are growing. The master's thesis clarified that the risks of cyber 

attacks are too great to be neglected in the overall context of risk management. 

Digitization requires rethinking. This applies not only to business models and pro-

cesses but also to the risks associated with digital transformation. It is important to 

be aware of the involved risks, to fill the gaps in risk management. Even if technol-

ogy-based solutions are the basis of a suitable cyber security precaution, the prob-

lem is too complex to tackle one-sidedly. Especially, these investments have to 

make economic sense in the interests of all stakeholders. In addition, it has became 

evident that a lot of the dangers originate from the users and their decision. There-

fore, state-of-the-art security systems can create a deceptive sense of security with-

out completing the full risk management process.240 

Appropriate cyber insurance transfers a large part of the residual risk of the com-

pany and extends this financial coverage through preventive services that address 

the main problem: The human factor.  

Indeed, cyber insurance does not replace the overall concept of cyber security. 

Technology, regular updates, periodic employee awareness training, security con-

trol, and organized crisis management are measures to counter cyber risks. The ef-

fort of a corresponding hedge is great, but also the threats. Cyber insurances have 

adapted to the circumstances and can be a useful addition to any business. Both 

SME and large corporations benefit from financial liability and organizational sup-

port. As means of attack, technologies and cyber insurance continue to evolve, a 

periodic review of the overall concept is necessary. Risk managers have to encoun-

ter a steady changing problem with a dynamic solution. For this, the minimum term 

of the insurance for one year is suitable. The field of research dealt with in this work 

is therefore of great importance in the future as well. In particular, the influence of 

new technologies such as artificial intelligence may be the subject of further 

 
240 See Abawajy (2014), p. 238. 
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research. It will also be interesting to see how the disclosure of cyber attacks is 

changing as a result of the GDPR. 

Thus, in the overall context of risk management, digital risks can be sustainably 

managed. Such digital risk management is one of the pillars which a successful 

digitization strategy is ultimately based on. Cyber insurance complete cyber risk 

management to an overall concept of prevention, damage control, and financial se-

curity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Appendix VIII 
 

 

Appendix 

 

Appendix 1: Taxonomy of Cyber Risks241 

Taxonomy Decription Elements 

Category 1: Actions of People 

1.1 Inadvertent 
 

 
 

1.2 Deliberate 
 

 

1.3 Inaction 
 

 

Unintended action without 

malicious intent 

 

Intended action with mali-

cious intend 

 

Lack of action, failure to act 

mistakes, errors, omis-

sions 

 

fraud, sabotage, theft, 

vandalism 

 

lack of skills, knowledge, 

guidance or availability 

of a person 

Category 2: Systems and Technology Failures 

2.1 Hardware 

 

 

 

 

2.2 Software 

 

 

 

 

 

2.3 Systems 

 

Failures in physical equip-

ment 

 

 

 

Risks resulting from software 

assets 

 

 

 

 

Failures of integrated systems 

Failure due to capacity, 

performance, mainte-

nance, obsolescence 

 

 

Compatibility, configura-

tion management, change 

control, security settings, 

coding practices, testing 

 

 

Design, specifications, 

integration, complexity 

 

 

 

 
241 Source: Own representation based on Cebula and Young (2010), pp. 3-8 
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Category 3: Failed Internal Processes 

3.1 Process design 

and/or execution 

 

 

 

 

 

 

3.2 Process con-

trols 

 

 

3.3 Supporting 

processes 

 

 

Failure of processes 

 

 

 

 

 

 

 

Inadequate controls on the op-

eration of the process 

 

 

Failure of organizational sup-

porting processes to deliver 

the appropriate resources 

Process flow, process 

documentation, roles and 

responsibilities, notifica-

tions and alerts, infor-

mation flow, escalations 

of issues, service level 

agreements, task hand-off 

 

Status monitoring, met-

rics, periodic review and 

process ownership 

 

Staffing, accounting, 

training and develop-

ment, procurement 

Category 4: External Events 

4.1 Hazards 

 

 

 

 

4.2 Legal issues 

 

 

4.3 Business issues 

 

 

4.4 Service de-

pendencies 

 

Catastrophes, Risks resulting 

from natural and human 

events which the organiza-

tions have no control  

 

Risks arising from legal issues 

 

 

Operational risks arising from 

business issues 

 

Risk arising from the organi-

zation’s dependence on exter-

nal parties 

Weather event, fire, 

flood, earthquake, unrest, 

pandemic 

 

 

Regulatory compliance, 

legislation, litigation 

 

Supplier failure, market 

conditions, economic 

conditions  

Utilities, emergency ser-

vices, fuel, transportation 
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Appendix 2: A comparison of selected insurance tariffs242

 

 
242 Source: Own representation based on AXA (2018), Hiscox (2019b), Markel (2019), HDI (2019) 
and Gothaer (2019) 
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